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Industry will take everything it can in developing Artificial Intelligence (AI) 

systems. We will get used to it. This will be done for our benefit. Two of these things 

are true and one of them is a lie. It is critical that lawmakers identify them correctly. 

In this Essay, I argue that no matter how AI systems develop, if lawmakers do not 

address the dynamics of dangerous extraction, harmful normalization, and 

adversarial self-dealing, then AI systems will likely be used to do more harm than 

good.  

Given these inevitabilities, lawmakers will need to change their usual approach 

to regulating technology. Procedural approaches requiring transparency and 

consent will not be enough. Merely regulating use of data ignores how information 

collection and the affordances of tools bestow and exercise power. A better 

approach involves duties, design rules, defaults, and data dead ends. This layered 

approach will more squarely address dangerous extraction, harmful normalization, 

and adversarial self-dealing to better ensure that deployments of AI advance the 

public good. 
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Introduction 

It’s hard to know what to believe about our likely future with Artificial 

Intelligence (AI). The techno-optimists tell us that AI will be a “force for good” as 

it becomes integrated into almost every aspect of our lives.1 For some, we simply 

need to set up guardrails so society can benefit from these systems while 

minimizing their harms.2 The techno-doomers, a dramatic division of the AI hype 

machine, warn us that AI systems could become intelligent and powerful enough 

to wipe out humanity.3 Though that doesn’t seem to stop them from building AI 

systems as fast as they can. Meanwhile, the more skeptical and even cautiously 

optimistic crowds are not worried about AI systems becoming so smart that they 

take over the world, but instead are worried that they are too dumb, and that they 

have already taken over.4 Societal wellbeing hangs in the balance, as our rules and 

frameworks for regulating AI depend on policymakers’ mental models, their 

 

1 See generally Chris Vallance, More Than 1,300 Experts Call AI a Force for Good, BBC (July 18, 

2023), https://www.bbc.com/news/technology-66218709; Gideon Rosenblatt & Abhishek Gupta, 

Artificial Intelligence as a Force for Good, STAN. SOC. INNOVATION REV. (June 11, 2018), 

https://ssir.org/articles/entry/artificial_intelligence_as_a_force_for_good; Marc Andreessen, The 

Techno-Optimist Manifesto, ANDREESSEN HOROWITZ (Oct. 16, 2023), https://a16z.com/the-techno-

optimist-manifesto; Mariarosaria Taddeo & Luciano Floridi, How AI Can Be a Force for Good, 

361 SCIENCE 751 (2018). 
2 See, e.g., ORLY LOBEL, THE EQUALITY MACHINE: HARNESSING DIGITAL TECHNOLOGY FOR A 

BRIGHTER, MORE INCLUSIVE FUTURE (2022); Orly Lobel, The Law of AI for Good, 75 FLA. L. REV. 

1073, 1083 (2023). 
3 Kevin Roose, A.I. Poses ‘Risk of Extinction,’ Industry Leaders Warn, N.Y. TIMES (May 30, 

2023), https://www.nytimes.com/2023/05/30/technology/ai-threat-warning.html.  
4 See, e.g., Pedro Domingos, How to Train Your AI, MEDIUM (Nov. 28, 2016), 

https://pedromdd.medium.com/how-to-train-your-ai-f5313a889957 (“Computers make a lot of bad 

decisions because they don’t know any better, from picking the wrong stock to buy from picking 

the wrong date for you. People worry that computers will get too smart and take over the world, 

but the real problem is that they’re too stupid and they’ve already taken over the world.”). For 

more critical reading on AI, see generally KATE CRAWFORD, ATLAS OF AI: POWER, POLITICS, AND 

THE PLANETARY COSTS OF ARTIFICIAL INTELLIGENCE (2021) (noting that the extractive nature of 

AI threatens exploit “energy and mineral resources from the planet, cheap labor, and data” on a 

global scale); JOY BOULAMWINI, UNMASKING AI (2023) (highlighting the ways in which AI falls 

well short of the promise to “overcome human limitations” and instead further entrenches and 

codifies existing inequities); MEREDITH BROUSSARD, ARTIFICIAL UNINTELLIGENCE: HOW 

COMPUTERS MISUNDERSTAND THE WORLD at 6 (2018) (articulating the limits of AI and how “the 

way people talk about technology is out of sync with that digital technology can do.”); MEREDITH 

BROUSSARD, MORE THAN A GLITCH: CONFRONTING RACE, GENDER, AND ABILITY BIAS IN TECH 

(2023) (explaining how the ways in which existing inequities and biases relating to race, gender, 

and ability form the starting point of today’s technology, and thus, create inherently racist, sexist, 

and ableist technochauvinistic systems). 



 

 

 

predictions for the affordances of AI, and how people and organizations are likely 

to respond to these affordances.5 But we already know how this will play out. 

The most prominent AI tools developed for use in commercial, employment, 

and government surveillance contexts feel hand-crafted for industry exploitation 

and fascist oppression. Companies are already using generative AI, biometric 

surveillance, predictive analytics, and automated decision-making for power and 

profit. No matter how AI develops, there are a few dynamics we can count on. 

Companies are going to seek to profit from AI and will take advantage of narratives 

to block rules that interfere with their business models.6 The governments that want 

powerful AI tools won’t stand in the way. 

When I was younger, I often played the game “two truths and a lie.” The idea 

is to offer up three statements, only two of which are true, and see if others can 

guess the lie. It’s a fun ice breaker and a great way to get to know others. It’s also 

a helpful way to work through what is and what is likely to be. 

In this Essay, I frame the pathologies related to industry’s deployment of AI 

systems in the form of two truths and a lie. I argue that lawmakers should shape 

their regulatory response to AI systems around three dangerous dynamics that will 

be inevitable unless lawmakers intervene. 

First, the truths. The primary certainty of AI is that commercial actors who 

design and deploy it will take everything they can from us. Companies cannot 

create AI without data, and the race to collect information about literally every 

aspect of our lives is more intense than ever. The trajectory of data collection and 

exploitation only runs one way: more. Second truth: We will get used to it. After 

initial protests about new forms of data collection and exploitation, we will become 

accustomed to these new invasions, or at least develop a begrudging and fatalistic 

acceptance of them.7 Our current rules have no backstop against total exposure.  

Third, this will all be done “for our benefit.” And that’s the lie. AI tools might 

benefit us, but they will not be created for our collective benefit. Organizations will 

 

5 Ryan Calo, Privacy, Vulnerability, and Affordance, 66 DEPAUL L. REV. 591, 601-03 (2016); 

WOODROW HARTZOG, PRIVACY’S BLUEPRINT: THE BATTLE TO CONTROL THE DESIGN OF NEW 

TECHNOLOGIES 38 (2018); Ryan Calo, Modeling Through, 71 DUKE L.J. 1391, 1398 (2022); JAMES 

J. GIBSON, The Theory of Affordances, in THE ECOLOGICAL APPROACH TO VISUAL PERCEPTION 

127, 127-137 (1979). 
6 See, e.g., JULIE COHEN, BETWEEN TRUTH AND POWER: THE LEGAL CONSTRUCTIONS OF 

INFORMATIONAL CAPITALISM 176 (2019); ARI WALDMAN, INDUSTRY UNBOUND 232-33 (2021); 

Amba Kak & Sarah Myers West, 2023 Landscape: Confronting Tech Power, AI NOW INST. (Apr. 

11, 2023), https://ainowinstitute.org/2023-landscape.  
7 See Evan Selinger & Woodrow Hartzog, Stop Saying Privacy Is Dead, MEDIUM (Oct. 11, 2018), 

https://medium.com/@evanselinger/stop-saying-privacy-is-dead-513dda573071. 



 

 

 

say the deployment of facial and emotion recognition in schools is motivated by 

the desire to keep students focused and edified. Employers will say that the 

deployment of neurotechnology in the workplace is to keep employees safe and 

engaged. Platforms will promise that the use of eye-tracking and spatial mapping 

in augmented-reality and virtual-reality environments is to better cater to your 

desires. While it’s true people will probably realize some benefits from these tools, 

companies have little interest (and show no evidence of pursuing) societal 

improvement. The result is that the benefits of AI systems are often pretexts for 

market expansion into the increasingly few spaces in our lives that are not captured, 

turned into data, and exploited for profit. 

Regardless of how AI evolves technologically, data capture, normalization, and 

industry self-dealing will be a part of that evolution. Lawmakers should act 

accordingly. To that end, I suggest that lawmakers embrace four approaches to 

regulating AI: (1) Duties; (2) Design; (3) Defaults; and (4) Dead Ends (“The 4 D’s 

of AI Regulation”). Less sturdy and insufficient procedural strategies and spotty 

use limits will not be enough. Only stronger, substantive approaches can help 

ensure society will be better off with AI—notwithstanding the inevitable data grabs, 

normalization, and self-dealing that come with it. 

I. Industry Will Take Everything It Can 

AI systems are gluttonous for personal information. Mountains of data are 

necessary to train models.8 Companies use this fact to justify all sorts of data 

collection, including presumptions that human information is fair game to capture 

and exploit—particularly if it’s publicly accessible. Julie Cohen calls this move to 

frame human information as a source of raw materials there for the taking for 

economic production as the biopolitical public domain.9 Our information-law 

frameworks already reflect the idea that human information is a free resource to 

 

8 Bureau of Competition & Office of Technology, Generative AI Raises Competition Concerns, 

FED. TRADE COMM’N: TECH. BLOG (June 29, 2023), https://www.ftc.gov/policy/advocacy-

research/tech-at-ftc/2023/06/generative-ai-raises-competition-concerns (“The foundation of any 

generative AI model is the underlying data. Developing generative AI typically requires 

exceptionally large datasets, especially in the pre-training step. The data used in this step forms the 

foundation of the model in the chosen domain, such as language or images.”); The Size and Quality 

of a Data Set, GOOGLE FOR DEVS. (July 18, 2022), https://developers.google.com/machine-

learning/data-prep/construct/collect/data-size-quality. 
9 COHEN, supra note 6, at 49 (“The process of constructing a public domain begins with an act of 

imagination that doubles as an assertion of power. An identifiable subject matter—a part of the 

natural world or an artifact of human activity—is reconceived as a resource that is unowned but 

potentially appropriable, either as an asset in itself or as an input into profit-making activity.”); 

Julie E. Cohen, The Biopolitical Public Domain: The Legal Construction of the Surveillance 

Economy, 31 PHIL. & TECH. 213, 213 (2017). 



 

 

 

anyone with the means and drive to exploit it. But if lawmakers continue to treat 

human information as a raw resource ripe for capture, they will have ended the 

battle for privacy and human wellbeing in AI systems before it has even started.  

The concept of the biopolitical public domain doesn’t just give a free pass to 

companies to extract our data, it also encourages exploitation.10 Companies 

collecting data that will eventually be used in AI systems are currently out of 

control. For years, companies have been collecting data without a clear idea of what 

to do with it, expecting that it could become valuable somehow.11 AI presents the 

perfect opportunity to put it all to use. An example of the inevitability of data 

collection is the creepy prescience of targeted ads. Many of us have had the 

experience of discussing a product, vacation, or film, and then seeing an ad for that 

exact item only moments later. This has led to the widespread idea that all of our 

Internet of Things (IoT) devices and phones are secretly listening to our 

conversations.12 They largely aren’t, except for the IoT doorbells.13 The truth is 

even more disquieting. Companies don’t need to eavesdrop on us through IoT 

microphones because they already know so much through their massive data 

mining operations.14 A recent study by Consumer Reports showed that, in some 

instances, nearly 48,000 different companies provided Facebook with data about 

 

10 COHEN, supra note 6, at 51 (“Imagining the universe of personal data as a commons ripe for 

exploitation is only the beginning, however. For the idea of a public domain to fulfill its imagined 

destiny as a site of productive labor it must be linked to more concrete logics of extraction and 

appropriation. By that standard, the biopolitical public domain is a construct of extraordinary 

power.”). 
11 See, e.g., VIKTOR MAYER-SCHÖNBERGER & KENNETH CUKIER, BIG DATA: A REVOLUTION THAT 

WILL TRANSFORM HOW WE LIVE, WORK, AND THINK (2014); Omer Tene and Jules Polonetsky, 

Big Data for All: Privacy and User Control in the Age of Analytics, 11 NW. J. TECH. & INTELL. 

PROP. 239, 259 (2013) (“The big data business model is antithetical to data minimization. It 

incentivizes collection of more data for longer periods of time. It is aimed precisely at those 

unanticipated secondary uses, the “crown jewels” of big data.”). 
12 Eric Johnson, Your Phone Is not Secretly Spying on Your Conversations. It Doesn’t Need to., 

VOX (July 20, 2018), https://www.vox.com/2018/7/20/17594074/phone-spying-wiretap-

microphone-smartphone-northeastern-dave-choffnes-christo-wilson-kara-swisher. 
13 Daniel J. Dubois et al., When Speakers Are All Ears: Understanding When Smart Speakers 

Mistakenly Record Conversations, MON(IOT)R RSCH. GRP., 

https://moniotrlab.khoury.northeastern.edu/publications/smart-speakers-study-pets20; Yael 

Grauer, Video Doorbell Cameras Record Audio, Too, CONSUMER REPS. (May 18, 2022), 

https://www.consumerreports.org/home-garden/home-security-cameras/video-doorbell-cameras-

record-audio-too-a4636115889. 
14 Wes Davis, 48,000 Companies Sent Facebook Data on a Single Person, THE VERGE (Jan. 17, 

2024), https://www.theverge.com/2024/1/17/24041897/facebook-meta-targeted-advertising-data-

mining-study-privacy. 



 

 

 

one user.15 Most of the data collected by companies isn’t essential for the service.16 

It’s just a grab.17 AI is making industry’s thirst for data even more unquenchable, 

as companies developing these systems scrape, purchase, or directly collect as 

much personal data as possible to feed their models.18 

It’s not just data that industry is after. Modern AI-driven systems have the 

capacity to capture our time and effort, and dictate what we see and what we can 

do.19 Industry’s mandate to maximize shareholder value ensures that no human 

resource—including our thoughts, our relationships, our attention, our labor, and 

our environment—remains unexploited.20 Companies will go as far as the most 

permissive interpretation of the law (and sometimes beyond).21  

Even when companies voluntarily avoid dangerous AI tools, less scrupulous 

actors consistently undermine them.22 For example, Google avoided implementing 

 

15 Jon Keegan, Each Facebook User Is Monitored by Thousands of Companies, CONSUMER REPS. 

(Jan. 17, 2024), https://www.consumerreports.org/electronics/privacy/each-facebook-user-is-

monitored-by-thousands-of-companies-a5824207467. 
16 Amy Kapczynski, The Law of Information Capitalism, 129 YALE L.J. 1460, 1468-69 (2020). 
17 Shankar Parameshwaran, How Data Privacy Concerns Impact Firm Performance, KNOWLEDGE 

AT WHARTON (Dec. 5, 2023), https://knowledge.wharton.upenn.edu/article/how-data-privacy-

concerns-impact-firm-performance; Rob Pegoraro, What Part of ‘Get Rid of My Data’ Don’t 

Companies Get?, FAST CO. (Nov. 27, 2023), https://www.fastcompany.com/90987233/what-part-

of-get-rid-of-my-data-dont-companies-get.  
18 Will Knight, Generative AI is Making Companies Even More Thirsty for Your Data, WIRED 

(Aug. 10, 2023, 12:00 PM), https://www.wired.com/story/fast-forward-generative-ai-companies-

thirsty-for-your-data; Samantha Cole, Tumblr and WordPress to Sell Users’ Data to Train AI 

Tools, 404 MEDIA (Feb. 27, 2024, 1:21 PM), https://www.404media.co/tumblr-and-wordpress-to-

sell-users-data-to-train-ai-tools. 
19 See generally NITA FARAHANY, THE BATTLE FOR YOUR BRAIN: DEFENDING THE RIGHT TO 

THINK FREELY IN THE AGE OF NEUROTECHNOLOGY (2023); KAREN LEVY, DATA DRIVEN: 

TRUCKERS, TECHNOLOGY, AND THE NEW WORKPLACE SURVEILLANCE (2022); JOHANN HARI, 

STOLEN FOCUS: WHY YOU CAN’T PAY ATTENTION—AND HOW TO THINK DEEPLY AGAIN (2022); 

IFEOMA AJUNWA, THE QUANTIFIED WORKER (2023); COHEN, supra note 6 
20 See generally CRAWFORD, supra note 4; COHEN, supra note 6; SHOSHANA ZUBOFF, THE AGE OF 

SURVEILLANCE CAPITALISM: THE FIGHT FOR A HUMAN FUTURE AT THE NEW FRONTIER OF POWER 

(2019); Kapcyznski, supra note 16; Andrew F. Tuch, A General Defense of Information, 98 

WASH. U. L. REV. 1897 (2021); Neil Richards & Woodrow Hartzog, Against Engagement, B.U. L. 

REV. (forthcoming) (on file with authors); Elettra Bietti, The Attention Imperative (forthcoming) 

(on file with authors); Aileen Nielsen, Tech Has an Attention Problem, U.C. BERKELEY CTR. FOR 

LONG-TERM CYBERSECURITY WHITE PAPER SERIES (Sept. 2021), 

https://www.theatlantic.com/technology/archive/2024/03/nvidia-chips-gpu-generative-ai/677664. 
21 See, e.g., WALDMAN, supra note 6. 
22 Chinmayi Sharma, Setting a Higher Bar: Professionalizing AI Engineering, LAWFARE (Dec. 12, 

2023, 12:00 PM), https://www.lawfaremedia.org/article/setting-a-higher-bar-professionalizing-ai-

engineering (“When safety means forgoing a competitive advantage, companies are not likely to 

 



 

 

 

facial recognition technologies into its services—fearing how dangerous the tool 

was—only to have Clearview AI and PimEyes barge ahead.23 Industry, as a whole, 

simply doesn’t have the incentive or ability to voluntarily leave money on the table 

for the good of society. 

Industry’s drive to extract everything from us is buoyed by narratives that depict 

AI as inevitable and technological innovation as inherently beneficial.24 Implicit in 

virtually every industry proposal for “trustworthy AI” and “ethical AI principles” 

is the idea that it would be a bad thing to impede the progress of AI.25 People that 

adhere to the “effective accelerationist” ideology argue that “artificial intelligence 

and other emerging technologies should be allowed to move as fast as possible, 

with no guardrails or gatekeepers standing in the way of innovation.”26 The 

implication of this argument is that humans should submit to industry when they 

come to harvest our lives for more efficient and accurate models.  

 

adopt the Anthropic model of cautious research. In other words, safety is probably going to be 

sacrificed at the altar of commercialization.”). This is a classic “race to the bottom” dynamic. See, 

e.g., Dan Milmo, AI-Focused Tech Firms Locked in ‘Race to the Bottom’, Warns MIT Professor, 

THE GUARDIAN (Sept. 21, 2023), https://www.theguardian.com/technology/2023/sep/21/ai-

focused-tech-firms-locked-race-bottom-warns-mit-professor-max-tegmark; David Evan Harris, 

The Race to the Bottom on AI Safety Must Stop, CTR. FOR INT’L GOVERNANCE INNOVATION (June 

16, 2023), https://www.cigionline.org/articles/the-race-to-the-bottom-on-ai-safety-must-stop.  
23 Kasmir Hill, The Technology Facebook and Google Didn’t Dare Release, N.Y. TIMES (Sept. 11, 

2023), https://www.nytimes.com/2023/09/09/technology/google-facebook-facial-recognition.html 

(“While Meta’s augmented reality glasses are still in development, the company shut down the 

facial recognition system deployed on Facebook to tag friends in photos and deleted the more than 

one billion face prints it had created of its users. It would be easy enough to turn such a system 

back on. When I asked a Meta spokesman about . . . whether the company might put facial 

recognition into its augmented reality glasses one day, he would not rule out the possibility.”). 
24 Josh Taylor, Rise of Artificial Intelligence Is Inevitable but Should not Be Feared, ‘Father of AI’ 

Says, THE GUARDIAN (May 6, 2023, 8:00 PM), 

https://www.theguardian.com/technology/2023/may/07/rise-of-artificial-intelligence-is-inevitable-

but-should-not-be-feared-father-of-ai-says; CGI Energy Transition Talks, Generative AI is 

Inevitable but a Structured, Responsible Approach Is Critical, CGI (Jan. 9, 2024), 

https://www.cgi.com/en/podcast/energy-utilities/generative-artificial-intelligence-inevitable-

responsible-approach-critical; Andreessen, supra note 1 (“Technological innovation in a market 

system is inherently philanthropic, by a 50:1 ratio. Who gets more value from a new technology, 

the single company that makes it, or the millions or billions of people who use it to improve their 

lives?”). 
25 Jessica Fjeld et al., Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-

Based Approaches to Principles for AI, BERKMAN KLEIN CTR. FOR INTERNET & SOC’Y (2020); 

Responsible AI, META, https://ai.meta.com/responsible-ai. 
26 Kevin Roose, This A.I. Subculture’s Motto: Go, Go, Go, N.Y. TIMES (Dec. 10, 2023), 

https://www.nytimes.com/2023/12/10/technology/ai-acceleration.html (“Effective Accelerationism 

(often shortened to ‘e/acc,’ pronounced ‘e-ack’) is a loosely organized movement devoted to the 

no-holds-barred pursuit of technological progress.”). 



 

 

 

The data, labor, and attention imperatives created by the drive for profit and 

power highlight the sad reality of our exposure: without appropriate legal 

intervention, surveillance and exploitation of human behavior only increases. As I 

wrote in an article with Evan Selinger and Johanna Gunawan, “The trajectory of 

surveillance has never deviated from increased exposure. Today, more sensors are 

used to watch more people for more purposes and longer durations than ever 

before.”27  

This inevitability manifests in subtle but persistent expansions of affordances 

and deployments until it completely colonizes whole parts of our lives.28 Brett 

Frischmann and Evan Selinger have called this “techno-social engineering creep,” 

and once you learn to recognize it, you see it everywhere.29 IoT doorbells were first 

designed to provide a simple video feed of the area right in front of the door. Now, 

they are being outfitted with AI-powered facial recognition and anomaly-

recognition technologies and have a range of 1.5 miles.30 It would only take a small 

percentage of people to adopt these tools at scale to ensure there would be nowhere 

in public anyone could remain obscure.31 Likewise, “smart” watches and earbuds 

were first designed just to detect when you’d like to use them. Maybe they do 

something simple like measure your pulse. Now, companies offer to monitor your 

 

27 Woodrow Hartzog, Evan Selinger & Johanna Gunawan, Privacy Nicks: How the Law 

Normalizes Surveillance, 101 WASH. L. REV. (forthcoming 2024) (manuscript at 1). 
28 See generally Woodrow Hartzog & Evan Selinger, Iot of Heirlooms and Disposable Things, 17 

N.C. J.L. & Tech. 581 (2016). 
29 BRETT FRISCHMANN & EVAN SELINGER, RE-ENGINEERING HUMANITY 35-42 (2018). 
30 Amrita Khalid, This Security Camera’s 1.5-Mile Range Is Perfect for Your Sprawling Mansion, 

THE VERGE (Jan. 8, 2024, 3:05 PM), https://www.theverge.com/2024/1/8/24030379/abode-edge-

camera-long-range-facial-recognition-ai-ces-2024.  
31 Woodrow Hartzog & Evan Selinger, Surveillance as Loss of Obscurity, 72 WASH. & LEE L. REV. 

1343, 1345-46 (2015) [hereinafter Hartzog & Selinger, Loss of Obscurity] (“[W]e argue that the 

concept of ‘obscurity,’ which deals with the transaction costs involved in finding or understanding 

information, is the key to understanding and uniting modern debates about government 

surveillance.”); Woodrow Hartzog & Evan Selinger, Increasing the Transaction Costs of 

Harassment, 95 B.U. L. REV. ANNEX 47, 49-50 (2015) [hereinafter Hartzog & Selinger, Costs of 

Harassment]; Evan Selinger & Woodrow Hartzog, Obscurity and Privacy, in SPACES FOR THE 

FUTURE: A COMPANION TO PHILOSOPHY OF TECHNOLOGY 119, 122 (Joseph Pitt & Ashley Shew 

eds., 2018); see also Woodrow Hartzog & Frederic Stutzman, The Case for Online Obscurity, 101 

CALIF. L. REV. 1, 5 (2013) (“We argue the case for obscurity for two reasons. First, we argue that 

obscurity is a common and natural condition of interaction, and therefore human expectation of 

obscurity will transfer to the domains in which we spend time, both physical and virtual. Second, 

we argue that obscurity is a desirable state because we are protected by an observer's inability to 

comprehend our actions, and therefore social practice encourages us to seek obscurity.”); 

Woodrow Hartzog & Frederic Stutzman, Obscurity by Design, 88 WASH. L. REV. 385, 388 (2013); 

Mark P. McKenna & Woodrow Hartzog, Taking Scale Seriously in Robotics and A.I. Law 20-21 

(Sept. 18, 2023) (unpublished manuscript) (available at: 

https://www.bu.edu/law/files/2023/09/McKenna-Hartzog-Scale-v7.pdf). 



 

 

 

mood and your sleep habits, then from that foothold they plan to make a move to 

neurotechnology to monitor your thoughts.32 Where companies once tracked 

people’s clicks and texts, they now collect data on sound, space, eye movement, 

heartbeat, brain activity, and more.33 

In pursuit of AI market expansion, companies will invade every aspect of our 

lives. AI tools are already being deployed to “optimize” our places of work. 

Employers use dubious affect recognition to screen out prospective employees who 

don’t have the right facial expressions.34 Once people are hired, companies 

increasingly deploy AI to micromanage as many aspects of our work as that the 

technology will allow, including how long we take for bathroom breaks and 

whether our attention is completely focused on our task.35 No daydreaming, 

relaxing, or personal time allowed. AI is being pitched to schools for the same kind 

of optimization.36 As if students didn’t have enough to worry about, now 

 

32 Apple Inc., Application No. 18/094,841 (filed Jan. 9, 2023); FARAHANY, supra note 19, at 21-

23; Anugraha Sundaravelu, Apple’s $3,499 Vision Pro Headset Could ‘Read Your Mind’, 

METROUK (June 8, 2023, 10:53 AM), https://metro.co.uk/2023/06/07/apples-3499-vision-pro-

headset-could-read-your-mind-18910898; Luke Hurst, These ‘Neurohacking’ Headphones Use AI 
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“[m]ultiple cameras spread throughout the room will take attendance, monitor 

whether students are paying attention and detect their emotional states, including 

whether they are bored, distracted or confused.37 Faculty won’t be spared either. AI 

provides a turn-key tool to retaliate against scholars and teachers who step out of 

line even a little.38 In short, organizations will deploy AI as a micromanaging 

misery machine.  

Our social lives will also be affected, as AI companies hawk tools to 

automatically take attendance at church, correct your tone when you’re texting 

others, and write thank you notes when you can’t be bothered.39 Companies have 

even made facial recognition and profiling part of the experience of buying a candy 

bar through a vending machine.40 Not even the humble shopping cart is safe as 

companies like Instacart plan on installing screens on carts to show personalized 

ads that are responsive to your shopping behavior.41 Law enforcement has also 

begun to employ AI, using ChatGPT to fill out police reports.42 The Pentagon is 

eager to incorporate generative AI into its processes for summarizing information, 

war-gaming, and real-time decision-making.43 Companies are even trying to 
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change our physical infrastructure for walking and driving to accommodate AI tools 

like delivery robots.44  

AI will also poison our information ecosystem, as companies deploy generative 

tools to scam at scale. Phenomena like AI obituary spam is just the beginning of 

the flood of false information that’s cheap and easy to produce.45 What’s worse is 

that new AI models will then scrape, learn from, and be built on top of this 

information pollution, creating a cycle in which a model built on misinformation 

and fraud keeps eating itself. An ouroboros of crap.46 

The backslide of democracy and the rise of authoritarian governments around 

the world will only amplify these problems. Facial recognition is the perfect tool of 

oppression.47 Governments are only a subpoena or warrant away from the data 

collected by AI-powered doorbells, AR/VR devices, chatbots, and neurotechnology 

headphones. Furthermore, the discourse and pressure to collect and use everything 

for AI is supercharged by the misguided narrative that if we restrict the 

development and use of AI, we’ll fall behind in the “AI arms race” with other 

countries.48 Governments are one of the main purchasers and deployers of AI 
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tools.49 While their end goals differ from industry, their incentives with respect to 

extraction of data and shaping people’s behavior are broadly similar. And the line 

between governments and industry in AI is increasingly blurry.50 

In short, organizations deploying AI have overwhelming incentives to deploy 

sensors and screens into every aspect of our lives in order to collect and exploit 

everything they can for profit and power, starting with our data, labor, and attention. 

Right now, the law does little to stop them. One reason might be that people have 

become acclimated to it.  

II. We Will Get Used to It 

By now you’ve likely noticed a predictable pattern with respect to the 

deployment of AI tools. A company announces it’s going to deploy a new AI tool 

like facial recognition in airports, emotion recognition in job interviews, or 

generative AI chatbots as therapists that strikes many as “creepy.”51 Critics shout, 
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companies assuage them, and upon encountering the tool for the first time, people 

wince a little. And then companies and governments just keep it up, slowly 

habituating everyone to their exposure and acclimating them to the idea that this is 

our new reality, so you might as well get used to it. Maybe lawmakers impose a 

few procedural hurdles like impact assessments and a few people try to hold out; 

but like the smartphone, most of us are pushed to get on board sooner or later. Then, 

a company announces some new invasive tool, and the cycle repeats. 

This is the technology normalization cycle, and unless lawmakers intervene, it 

is our fate.52 We’ve long stopped noticing many surveillance tools like CCTV as 

exceptional or out of place.53 AI tools are next.54 We’re hastening our new normal 

of exposure with every new AI-powered device we deploy in public, bring into our 

home, strap on our face, and put in our pocket.55 Chris Gilliard calls this “luxury 
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surveillance,” and it will be our undoing.56 In my work with Evan Selinger and 

Johanna Gunawan, we have argued that technology law too often “looks to people’s 

expectations to set the limits of surveillance; yet over time, people become 

increasingly acclimated to being watched. People’s desensitization to exposure 

affects how they view reasonable surveillance measures and fair tradeoffs.”57 By 

ignoring small, de minimis encroachments (what we call “privacy nicks” as 

comparted to larger “privacy chops”), lawmakers encourage the normalization of 

harmful extractive and exploitative practices using AI tools.  

Evan Selinger and Judy Rhee have highlighted two processes by which the 

initially “creepy” deployment of technology becomes normalized.58 

“Unexceptional habituation occurs when people in liberal Western democracies 

take ubiquitously encountered surveillance systems for granted—seeing them as so 

commonplace and mundane they are not worth thinking about critically.”59 The 

more a tool is deployed, the less remarkable it becomes as it fades into the 

background. When this happens, people often come to view a practice as 

acceptable, if not desirable, reflecting a psychological dynamic called “favorably 

disposed normalization.”60 The idea is that people often take moral cues from the 

behavior of others, so observing routine behavior could signal that the technology 

is good.61 There is also evidence that people come to rationalize their own use of a 

technology as desirable to avoid the difficult conclusion they are acting 

wrongfully.62  

Perhaps you’re thinking our eventual desensitization to AI is a good thing. That 

maybe our inevitable acclimation to being watched and exploited is proof that I’m 

overreacting. Proponents of AI (and “innovation” generally) often argue that critics 

have misjudged the risk of new digital tools.63 They label concerns about 
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technology as just the next “moral panic”—an unjustified fear of the new and 

unfamiliar.64 The fact that people eventually stop objecting to these practices might 

be taken as evidence that they are harmless, if not desirable. This will probably be 

the case with certain technologies. People have now come to love many technology 

features which were once feared as “creepy,” like Facebook’s News Feed, Caller 

ID, and turn-by-turn GPS directions.65 If you were to focus on your favorite 

examples, it might be easy to dismiss concerns of normalizing data collection and 

exploitation with AI as much ado about nothing. 

But there’s good reason to worry about the normalization of AI tools that extract 

our data and influence our lives. Just because people become desensitized to certain 

practices or even desire them does not mean they are harmless. As I wrote with 

Selinger and Gunawan, there are at least two reasons lawmakers should take a 

critical approach to society’s acclimation to technology. First, by ignoring privacy 

nicks, lawmakers “create space for the constant infliction of autonomy harms that 

fail to meet the harm thresholds demanded by privacy rules.”66 Perhaps worse is 

the fact that the normalization cycle distorts and bypasses our collective ability to 

critically reflect on new AI deployments, because our beliefs and dispositions about 

these tools are shaped by unconscious mental processes. This dynamic denies the 

public the ability to deliberate meaningfully on these tools before they become 

entrenched. And it leaves society particularly vulnerable when AI plays such a large 

role in both surveillance and the misinformation and disinformation campaigns that 

undermine our basic social and political commitments. 
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The result is a version of the Collinridge Dilemma for AI policy, described by 

Ryan Calo: “Try to intervene too soon, and policymakers risk misunderstanding the 

social impacts of emerging technology and hence doing more harm than good. Try 

to intervene too late, however, and technology will have already become 

intertwined in the fabric of everyday life. The policymaker then faces a public 

reliant upon the new affordances and a path dependent techno-social system that 

will be difficult to redirect.”67 

When it comes to AI and surveillance in particular, Selinger, Gunawan, and I 

have argued that the law has been built to “allow society to constantly renegotiate 

its collective sense of reasonable expectations of privacy. The threshold for 

rejecting invasive new practices is perpetually being redrawn, excusing evermore 

invasive practices.”68 This will eventually lead to a disempowerment death spiral 

for democratic resistance, because the law provides no backstop to normalization. 

Without better rules, the law will allow anything people can be conditioned to 

tolerate. Because it happens incrementally, we are on track to tolerate everything. 

Democratic self-governance is simply not possible if people become so powerless 

and vulnerable that they can no longer conceive of rejecting a tool or practice.69 

III. This Will Be Done “For Our Benefit” 

It’s easy to get excited about AI because companies and governments constantly 

hype it. With estimates suggesting that “artificial intelligence technologies could 

increase global GDP by $15.7 trillion, a full 14%, by 2030[,]” it’s hard to resist the 

urge to dive in headfirst.70 The Biden administration has echoed the private sector’s 

enthusiasm for AI, noting its “potential to help solve urgent challenges while 
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making our world more prosperous, productive, innovative, and secure.”71 

Compared to some of the more incremental, distributed, and delayed risks of AI, 

the large, individual, and immediate benefits are often staring us in the face. 

This leads me to the third statement of this analytical exercise: the frequent lie 

that these AI tools are being developed and deployed “for us” and in our best 

interests. Of course, people will benefit from many of these new tools. But 

commercial development and deployments of AI are characterized by self-dealing, 

meaning exploiting an advantage to benefit oneself rather than for the benefit of 

those exposing their data, labor, attention, and wellbeing.72 

As a rule, self-dealing is expected and even desired as part of our economic 

system. For-profit companies owe no general obligation to act in the public good—

their job is to maximize value for their owners and shareholders. But while self-

dealing might be fine for standard arms-length commercial exchanges like buying 

groceries or hiring a plumber, our relationship with companies deploying AI is 

uniquely imbalanced: we’re on the bad end of an extreme power disparity and 

we’ve never been more vulnerable collectively or as individuals.73 That makes the 

overwhelming incentives for self-dealing in our relationships with companies that 

deploy AI dangerous. When these companies use their power advantage to exploit 

the vulnerable, they act disloyally towards those that trusted them with their 

personal information, attention, labor, and wellbeing.74 Three dynamics reveal how 

self-dealing makes a lie out of “AI for good”: invitations of trust, incentives for 

exploitation, and the adverse consequences of self-dealing. 

First, to profit, industry needs you to trust their claims that AI will benefit you. 

Part of this is easy, because AI has a hold on our collective imagination, priming 
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us to believe it’s capable of anything from companionship to human extinction.75 It 

feels like the stuff of science fiction and draws upon the idea that in the public 

consciousness, any sufficiently advanced technology is indistinguishable from 

magic.76 Companies can seize upon this to market the benefits of AI systems. 

Companies deploying AI say they are acting in the public good.77 But there’s 

good reason to be skeptical of these platitudes and the general commitment to 

“ethical AI principles.” Ethical principles are a poor substitute for laws and can 

even delay eventual rules, because espousing principles and pointing to ethics 

committees can give the illusion of progress. It’s easy to say you’re acting for the 

public good without losing any money.78 Google has long since excised “don’t be 

evil” from its code of conduct, and Open AI only lasted four years in “service of 

humanity” before needing to turn a profit.79 Even when companies purport to serve 

us, they use the need to train AI to justify taking an excessive amount of data.  

 

75 Ryan Calo, Artificial Intelligence and the Carousel of Soft Law, 2 IEEE TRANSACTIONS ON 

TECH. & SOC’Y 171, 171 (2021) [hereinafter Calo, Carousel]; Ryan Calo, Artificial Intelligence 

Policy: A Primer and Roadmap, 51 U.C. DAVIS L. REV. 399, 402 (2017); Michael Atleson, Keep 

Your AI Claims in Check, FED. TRADE COMM’N: BUS. BLOG (Feb. 27, 2023), 

https://www.ftc.gov/business-guidance/blog/2023/02/keep-your-ai-claims-check.  
76 Efraín Foglia et al., “Any Sufficiently Advanced Technology Is Indistinguishable from Magic.”, 

CENTRE DE CULTURA CONTEMPORÀNIA DE BARCELONA (Nov. 8, 2018), 

https://lab.cccb.org/en/arthur-c-clarke-any-sufficiently-advanced-technology-is-indistinguishable-

from-magic. 
77 OpenAI Charter, OPENAI (Apr. 9, 2018), https://openai.com/charter; AI For Good Lab, 

MICROSOFT, https://www.microsoft.com/en-us/research/group/ai-for-good-research-lab; Applying 

AI to Make a Difference in the Lives of Those Who Need it Most, GOOGLE AI 

https://ai.google/responsibility/social-good.  
78 Calo, Carousel, supra note 75, at 173. (“The impulse of so many organizations across nearly 

every sector of society to promulgate principles in response to the ascendance of AI is 

understandable. Unlike law, which requires consensus and rigid process, an organization can 

develop and publish principles unilaterally . . . and while common principles can lay a foundation 

for societal change, they are no substitute for law and official policy. . . . No invisible hand guides 

market participants to charity. The Internet is not Eden. Uber and Airbnb are not sharing with 
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The second thing that encourages companies to use AI systems for self-dealing 

is the tools’ affordances for exploitation. Because AI systems are often “plug and 

play” into other services and devices, it is easy for companies to market the benefit 

of a new AI affordance as a pretext for capturing our data, attention, and labor. With 

a vendor contract or just a few flipped switches, facial recognition can be deployed 

in IoT devices; generative AI can be deployed in social media and text and image 

creation tools to create deep fakes, and voice-recognition can be easily deployed in 

Wendy’s drive-thrus.80 

Exploitation is most likely when AI is combined with platforms that have 

remarkable affordances for extraction and just enough of a value proposition to 

drive adoption. Companies offer up chatbots as educators and delivery robots on 

college campuses with little care or concern about whether these services will be, 

on balance, beneficial or even needed.81 Self-dealing is not limited to AI, of course. 

Other companies that depend on our data, like those dealing with our genetic data, 

are also looking to exploit our information for profit.82 AI also “democratizes” 

exploitation by reducing the cost and expertise necessary to fleece millions.83 

Actors can easily use AI to deceive people, and fraud is just the beginning of the 

kind of turn-key exploitation afforded by AI tools.84 

Finally, companies make a lie out of “AI for good” because they so commonly 

will use these tools to harm us. Companies use AI to save time and money while 

polluting the Internet with fake imagery and false information.85 Companies also 
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consume massive amounts of resources with huge environmental effects, often for 

dubious, speculative, or modest gains.86 Some of the AI doomers speculate a kind 

of sentient superintelligence that spells the end of humanity, but the more likely 

scenario is that devastating climate change will decimate and disrupt human 

civilization long before we need to worry about robots becoming “self-aware.”87 If 

AI systems are used for existential harm, industry will be the engine— not some 

runway automation—and governments will be contributing or asleep at the wheel.88 

In the meantime, companies push ineffective technological solutions to 

complex social problems like inequality and loneliness that need labor and love, 

not artifacts and artifice.89 Of course, this is all assuming that the AI tools being 

sold are actually capable of what they are marketed to do. Companies too often sell 
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AI models they know don’t work, compounding the harm to people and recklessly 

and callously turning society into their testing ground.90 

Industry’s promise that AI will benefit us also too often ignores the fact that not 

all groups benefit from these tools equally. Traditionally marginalized groups are 

particularly vulnerable, exploited, and excluded. AI systems are notoriously, and 

perhaps inevitably, biased. Many scholars have spent decades identifying the ways 

in which AI systems are biased against marginalized and underrepresented 

communities, most notably along the familiar lines of race, class, gender, and 

ability.91 Of course, bias in AI is just a symptom of a larger problem about how 

power is amassed and wielded against marginalized communities.92 But that’s the 

rub: even if industry ensures that AI systems work equally well for all communities, 

they will have still created systems that will likely be used to dominate, damage, 

misinform, manipulate, and discriminate. Even AI tools designed to mitigate bias 

and wrongful discrimination will be ineffective or harmful in the hands of 

companies and governments with contrary incentives. 
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Companies offering AI tools ostensibly designed to make labor more efficient 

conveniently ignore the likelihood that these tools won’t make employees’ lives 

better. Companies are more likely to use them to simply raise the bar for how hard 

people must work, further exacerbating inequalities and only benefiting those who 

already have all the power.93 Companies leverage vague and selective notions of 

AI “innovation” to tempt politicians and the populous, but that rhetoric has become 

so overhyped and talismanic that it now feels like shorthand for “let me do what I 

want or else.”94 Neil Richards has criticized the rhetoric around innovation as 

selectively vague, meaning it can be whatever a technology company wants it to 

be, and to hear them tell it, innovation is always good and never bad.95 This slippery 

notion of innovation also has the strength of convenience—when advertising the 

latest product launch, innovation seems like a supernatural force. But the moment 

regulation is proposed, innovation becomes easily “stifled,” as fragile as a house of 

cards, toppled by the slightest legal obligation.96 It’s the ideal tool for convincing 

people to get excited about extractive business models. 

In short, our relationship with technology companies is so uniquely exposed 

and imbalanced that it is a betrayal when companies exploit our vulnerabilities for 

profit. These betrayals undermine the interpersonal trust, institutional trust, and the 

social trust necessary for a thriving society.97 There are many reasons why public 

trust in professions and institutions is already near an all-time low, but it’s clear 

that technology platforms and companies building and deploying AI-driven 
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systems are part of the problem.98 And efforts to remedy the problem aren’t 

working.99 Meanwhile, people can’t stop proclaiming the death of privacy as a deep 

fatalism and resignation settles in right as the AI boom begins.100 

The pursuit of profit over people is why many new AI tools feel like a solution 

in search of a problem.101 Mix in techno-solutionism, which offers up technological 

solutions for complex social and political problems, and you’re on the path to 

misery.102 If you think self-checkout machines are annoying and counterproductive, 
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just wait until you are denied a human therapist, tutor, or tax professional in favor 

of a chatbot.103 

So far, AI tools are primarily driving data markets and data refineries that, in 

the words of Julie Cohen, aren’t being deployed to reveal a deeper understanding 

of ourselves, “but rather predictability in pursuit of profit.”104 Industry will take 

advantage of every opportunity so that our future behavior can be more reliably 

predicted and influenced for ongoing extraction and exploitation.105 Companies are 

already deploying AI surveillance for cheaper and more effective 

micromanagement of tasks to make life miserable for low-wage employees.106 The 

driving force of industry’s implementation of new technology has always been to 

sell things and cut costs—and AI is no exception.107 

AI tools might benefit us, but they will not be created for our collective benefit. 

This distinction matters because the affordances of AI that can benefit people so 

often come bundled with a host of hidden evils. People might easily understand the 

purported benefits of these tools, but miss the harms to themselves and others. 

Often, AI tools that collect large amounts of personal information will be little more 

than a hidden data grab dressed up as a modest distraction or solution to an 
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inconvenience.108 While such tools might be desirable, the rampant self-dealing 

inherent in the development and deployment of these systems threatens to turn any 

deployment of an AI system into a mousetrap filled with cheese. 

Industry does not have the incentive to consider whether a deployment of AI 

will isolate us, atrophy our skills, wrongfully discriminate against us, displace our 

time and labor, cause us to be exposed, or poison our public discourse and weaken 

democracy. If they can legally sell it to us for a profit, that’s enough justification 

for funders and the C-suite. As individual consumers, we probably don’t fully 

consider all these dangers either.109 We’re just not built for complex threat 

modeling when standing at the cash register. That means it is up to us collectively, 

as citizens and members of society, to ensure the juice is worth the squeeze. 

IV. The Way Forward: The Four “D’s” of AI Regulation 

For starters, successfully regulating AI requires a robust and effective 

administrative state, the ability for individuals to bring causes of action against 

culpable companies, an approach to free expression focused on people and not 

profit, and the political will and ability to enforce the rules we’ve already got.110 

But that’s true far beyond AI. If government and the people lose the ability to hold 

organizations accountable, we’re toast anyway. 

The two AI truths and a lie are also part of a bigger story about technology and 

corporate greed. There are several different accounts of this story. Kate Crawford 

explains AI’s extractive nature by reference to the capitalist-colonial logics of 

classification that underpin it.111 Shoshanna Zuboff sees digital extraction as the 

inevitable endgame of late capitalism.112 Julie Cohen sees digital platform 

extraction and manipulation as a way to remake social and political institutions to 
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legitimize their financial gain.113 AI is just the latest tool to succumb to what Cory 

Doctrow has called the “enshittification” of digital platforms.114 Doctorow 

describes the inevitable degradation cycle of platforms as “first, they are good to 

their users; then they abuse their users to make things better for their business 

customers; finally, they abuse those business customers to claw back all the value 

for themselves. Then, they die.”115 Under this theory, companies deploying AI are 

going to try to avoid the four forces that discipline companies: competition, 

regulation, self-help, and workers. Any holistic regulatory response to AI and the 

broader story of technology and corporate greed must embolden these forces, or 

otherwise the cycle will continue. 

Because AI is not a monolith and affects so many different aspects of society, 

a comprehensive approach to AI should include a robust antitrust and competition-

law response, a reckoning with AI’s enormous environmental impact, and a 

coherent and integrated response from any legal framework that is already 

grappling with the affordances of digital technologies, such as health law, labor and 

employment law, intellectual property, torts, contracts, and more. 

But in this Part, I’ll focus on the area of law most directly affected by the AI 

pathologies of extraction, normalization, and self-dealing: information rules. If it is 

true that the AI industry will take and use all the data it can for its own benefit and 

we will eventually get used to it, then lawmakers will need to change their usual 

approach to regulating information and technology. Procedural approaches 

requiring transparency and consent will not be enough. People can be conditioned 

and manipulated into agreeing to harmful practices. Transparency that doesn’t spur 

action from a desensitized population only further justifies wrongful conduct. Co-

regulatory approaches and rules that provide too much wiggle room for industry 

should also be suspect because companies have an overwhelming incentive to 

ensure all rules and enforcement leave their business models intact, even if they are 

harmful and exploitative.116 Finally, lawmakers should get serious about outright 

prohibitions on collecting data. Merely regulating use of data ignores how 

information collection and the affordances of tools bestows, distributes, and 

exercises power. 
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Instead of transparency, consent, self-regulation, and limiting uses of AI, 

lawmakers should embrace a strategy of duties, design rules, defaults, and data 

collection dead ends for data processing and deployments of AI. This layered 

approach will more squarely address data extraction, normalization, and self-

dealing and better ensure that research and development into AI advances the public 

good. Duties will limit self-dealing by prioritizing people over profit and help 

ensure humans are protected no matter what they choose. Design rules will help 

ensure companies don’t launder moral responsibility for their creations under some 

false notion of tech neutrality. Defaults will better limit data collection to what is 

necessary and desired, creating a presumption against treating people as a freely 

exploitable resource. Finally, data dead ends will provide a clear and substantive 

backstop to resist normalization of exploitation and the false narrative that all 

technologies and data practices are inevitable. 

Duties 

Consent is one of the first things lawmakers reach for when creating 

information rules. But valid consent is not only impossible in mediated 

environments, but it also normalizes extractive practices and self-dealing by 

providing legal and moral justification.117 Consent is a broken regulatory approach 

to technology at scale. It is illusory, overwhelming, and myopic.118 What is needed 

are non-negotiable duties that bind actors to responsible and loyal behavior so that 

people are protected no matter what they choose. In work with Neil Richards, we 

have argued that lawmakers should create duties of loyalty for companies entrusted 

with people’s information and technologically mediated experiences.119 

Data loyalty is the simple idea that the organizations we trust should not process 

our data or design their tools in ways that conflict with our best interests. It borrows 

from notions of loyalty in fiduciary law, but it is distinct from them. The model we 

propose would be crafted by legislators to the specific vulnerabilities and incentives 
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in the relationship between consumers and the data-extractive companies they deal 

with every day. 

Scholars have proposed duties of loyalty in a variety of forms—including 

loyalty duties for data collectors, “information fiduciaries,” or fiduciary 

boilerplate—in part because loyalty represents a substantive check on the ability of 

companies to use human data to nudge, influence, coerce, and amass vast profits 

from the exploitation of human information.120 We have argued that data loyalty 

“cannot be avoided by trickery, hidden fine print, or manipulative interfaces known 

as ‘dark patterns.’ At its core, it protects the expectations consumers bring to 

relationships with companies, and it builds trust in those relationships that allows 

them to flourish to the benefit of both parties.”121 We wrote, 

A duty of loyalty for privacy law is neither perfect nor a tool for all 

tasks. But loyalty has one great virtue: it places the focus for 

information age problems on the relationships that define our social 

lives rather than on the data which is the byproduct of those 

relationships. Loyalty shifts the law’s attention from the procedural 

rules of privacy law that are too easy to manipulate . . . to the 

substantive question of what practices go too far. It is flexible and 

adaptable across contexts, cultures, and times.122 
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We propose that lawmakers use a two-step process to (1) articulate a primary, 

general duty of loyalty for those deploying AI, then to (2) articulate “subsidiary” 

duties that are more specific and sensitive to context.123 Subsidiary duties regarding 

collection, personalization, gatekeeping, persuasion, and mediation would target 

the most opportunistic contexts for self-dealing and result in flexible open-ended 

duties combined with highly specific rules. In the context of AI, some important 

specific rules would be a robust data minimization obligation, anti-subordination 

provisions, and prohibitions on secondary uses and third-party disclosure of 

personal data, including biometric data and cross-context behavioral advertising. 

In addition to a duty of loyalty, lawmakers should codify and embolden a duty 

of care on all companies developing and deploying AI systems. Such a duty would 

protect against companies creating an unreasonable risk of harm to others. In 

theory, such a duty already exists in tort law, but it’s inconsistent and often 

ineffective as applied to digital technologies.124 Lawmakers could also embolden 

the FTC’s prohibition on unfair trade practices to properly respond to the dangers 

of AI systems like wrongful discrimination, emotional suffering, financial loss, 

labor exploitation, and physical harm.125 This is on top of the need to embolden the 

technology-agnostic duties already present in civil rights law, employment law, 

health law, and other contexts in which AI systems are deployed. 

Design 

Companies are often quick to tell you their AI tools are “neutral.”126 They claim 

that AI is just a tool that can be used for good or bad ends. The argument that flows 
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from the idea of technology as a neutral tool is that lawmakers should not regulate 

the tool itself, but rather the use of that tool. 

The idea that AI systems are amoral is misguided. There is no such thing as a 

neutral technology.127 The purpose of a technology is to create something that will 

act upon the world, and every design decision makes a certain reality more or less 

likely. Design choices can accomplish two things: sending signals or making tasks 

easier or harder. Every design choice is made in furtherance of one or both goals, 

and the result is always to affect our world. In this sense, design is both power and 

political, as it affects how power is created, distributed, and used. To pretend that 

AI is somehow neutral, even the multi-purpose large foundation models, is to allow 

companies to launder their moral choices that affect billions of people into 

machines and avoid responsibility for the reality they helped bring about. 

This means lawmakers must create design rules for AI. These rules can take 

several forms like secondary liability for product design and requirements and 

limitations for specific deployments. One great start would be to embolden the 

FTC’s “means and instrumentalities” theory of unfair and deceptive conduct by 

companies.128 Under this theory, companies that design AI tools that facilitate 

unfair and deceptive practices can also be held liable for violating the FTC Act.129 
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Lawmakers could expand rules against “abusive” trade practices that exploit 

people’s vulnerabilities to confront AI systems that manipulate people into bad 

choices (also called “dark patterns”).130 Finally, lawmakers should also revitalize 

products liability law to better respond to harmful technologies.131 

Another way lawmakers can take design seriously is to focus on systems and 

infrastructure.132 Julie Cohen, for example, argues that treating digital tools more 

seriously as infrastructure—the structured arrangements that facilitate human 

activity across space—can help address some of the pathologies plaguing the public 

sphere. As with digital tools, the function of infrastructure follows its form.133 
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Though Cohen notes that, in many ways, infrastructure thinking is related but goes 

beyond the common discourse around “design” because it “probes downward and 

outward to consider the underlying, habituated arrangements through which 

activities of exchange and the social orderings they produce are enabled and shaped 

at scale.”134 

According to Cohen, “[t]he quest for fair choice architectures has a way of 

rendering underlying arrangements for data harvesting and real-time, data-driven 

patterning invisible; infrastructure thinking aims to expose those arrangements and 

consider what they ask us to take for granted.”135 Two areas Cohen argues deserve 

more legal scrutiny as a way platforms achieve infrastructural scale are algorithmic 

optimization and platform software development kits (SDKs). Both concepts are 

also central to deployments of AI and should similarly be the focus of design rules 

and scrutiny. 

Defaults 

Never underestimate the power of transaction costs and inertia.136 Mirelle 

Hildebrant wrote, “We are on the verge of shifting from using technologies to 

interacting with them, negotiating their defaults, pre-empting their intent while they 

do the same to us.”137 Ian Kerr said of Hilderbrandt’s observation, “[b]efore we had 

sophisticated machines, it used to be that only nature or humans could be the 

exclusive architects of our default settings. Now, the defaults settings of the online 

will be negotiated with and by machines without our intervention or oversight. To 

me, this is a tectonic shift.”138 Kerr identified four different kinds of shifting 

defaults due to digital technologies: (1) natural defaults (like the natural state of 

privacy as obscurity), (2) technological defaults (like the position of switches on 

privacy dashboards or the design of webpages themselves), (3) legal defaults (like 

prohibitions on discrimination or presumptions of authorization to move about in 

public spaces), and (4) normative defaults (collective presumptions about 

behavior).139 These four kinds of defaults often influence each other, such as how 

technological and legal defaults can shape normative defaults. All four significantly 

affect our wellbeing. 

Because industry will leverage all four defaults in self-dealing ways, lawmakers 

must take them all seriously. Kerr, Hildebrant, Cohen, and others have wrestled 
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with the deep, foundational questions about the ability of AI to restructure law and 

life.140 But even in the short term, defaults should be a key aspect for lawmakers 

regulating AI and its effects. Lawmakers might consider borrowing a few defaults 

from the European Union’s General Data Protection Regulation, such as the legal 

default presumption that all data processing is prohibited until it is affirmatively 

justified with a legal basis, and the technological default rule of “data protection by 

design and by default.”141 While there’s good reason to think that technological 

defaults like “Do not track” are slippery and often reinforce the failed “control” 

paradigm, if structured to advance collective wellbeing and protect people no 

matter what they choose, they can complement more robust duties and bright line 

rules.142 Lawmakers might also consider frameworks furthering a default of what 

Danielle Citron has called “technological due process,” which include default 

requirements for meaningful audit trails and opportunities by those affected by AI 

to challenge decisions made about them.143 

One of the most robust defaults lawmakers should consider is presumptive 

prohibitions absent justifications and demonstrably safe use. This could take the 

form of licensing regimes, pre-clearance regimes, and other legal frameworks 

deployed in contexts like healthcare devices and pharmaceuticals.144 Gianclaudio 

Malgieri and Frank Pasquale have proposed a system of “unlawfulness by default” 

for AI systems, which would be “an ex-ante model where some AI developers have 

the burden of proof to demonstrate that their technology is not discriminatory, not 

manipulative, not unfair, not inaccurate, and not illegitimate in its legal bases and 

purposes.”145 Licensing as a default for some AI systems would not solve all the 

problems of AI, and would come with its own costs, but would be one of the most 
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significant possible steps lawmakers could take to recognize the dangerous 

affordances of AI. 

Data Dead Ends 

The default position of lawmakers is to assume that all technology is desirable 

and go straight to guardrails and procedural rules. It shouldn’t be. It’s dangerous 

for lawmakers simply to assume the virtues of astonishingly powerful AI systems. 

In fact, Evan Selinger and I have argued that some AI systems like face surveillance 

technologies are too dangerous to ever be safely deployed.146 When lawmakers go 

straight to fair-use frameworks, they fail to ask the existential question about 

whether a particular AI system should exist at all.  

But AI systems should not be treated as preordained. They are intentionally 

designed and built by people, and people can prohibit them, regulate them, and 

shape their evolution into socially-beneficial tools as well. Otherwise, AI tools and 

information practices should be outright prohibited, what I refer to colloquially as 

a “dead end.” Lawmakers will make little progress until they accept that the 

toothpaste is never out of the tube when it comes to questioning and curtailing the 

design and deployment of AI systems for the betterment of society.147 

In their proposal for “Zero Trust AI Governance,” non-profit groups 

Accountable Tech, AI Now, and the Electronic Privacy Information Center argued 

as follows:  

certain uses of AI are fundamentally incompatible with human 

rights and should never be permitted, including: a. Emotion 

recognition or use of biometrics to infer psychological states; b. 

Predictive policing; c. Remote biometric identification including use 

of facial recognition in public spaces; d. Social scoring; e. Fully 

automated hiring, firing, and management of workers (including 

workers classified as independent contractors).148  
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147 Amba Kak & Sarah Myers West, AI Now 2023 Landscape: Confronting Tech Power, AI NOW 

INST. (April 11, 2023), https://ainowinstitute.org/2023-landscape (“[T]here is nothing about 

artificial intelligence that is inevitable. Only once we stop seeing AI as synonymous with progress 

can we establish popular control over the trajectory of these technologies and meaningfully 

confront their serious social, economic, and political impacts.”). 
148 ACCOUNTABLE TECH ET AL., supra note 144, at 4. 



 

 

 

I agree.149 Given industry’s extraction, normalization, and exploitative self-dealing 

inevitabilities, there is no world in which humanity will be better off with these 

tools. On balance, they will be used as engines for human suffering. 

Privacy is the most direct and necessary place to start with AI prohibitions. The 

root cause of so many problems with AI (and digital technologies generally) is the 

rot from surveillance-based business models.150 So, as digital rights organizations 

like the Electronic Frontier Foundation have suggested, it makes sense for 

lawmakers to start with privacy first as a regulatory strategy.151 This means 

lawmakers should create prohibitions on data collection, use, and sharing, both at 

the point of collection and downstream. 

The best way to start holding AI companies accountable is by limiting data 

collection. That means creating robust data minimization rules that restrict what 

data companies collect and how they can use it.152 Part of this push should include 

prohibitions on the collection and use of all sensitive data beyond what is strictly 

necessary to provide or maintain a specific product or service requested by that 

individual. Lawmakers should also pass prohibitions on biometric surveillance in 

education, workplaces, housing, and hiring. To reduce the financial incentive for 

many kinds of tracking people’s conduct online, lawmakers should prohibit cross-

context behavioral advertising.153 Finally, lawmakers should also consider more ex 

post prohibitions on data processing as a response to wrongful collection—what 

Danielle Citron has called “the data death penalty.”154 

Prohibitions are the indispensable tool to respond to all three of the dangerous 

inevitabilities of AI. They outright prevent extraction and deny industry the tools 

of exploitation at scale. They provide a substantive backstop to prevent the 

normalization of behavior because they are generally proactive and do not rely upon 

 

149 Selinger & Hartzog, supra note 7. 
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constantly eroding social norms and people’s expectations. Outright prohibitions 

on collection and use are the best way to avoid normative drift and desensitization. 

Conclusion 

This Essay may strike some as harsh or imbalanced. I have levied critiques of 

dangerous extraction, harmful normalization, and adversarial self-dealing without 

focusing much on the potential benefits of AI systems. I am hopeful that AI systems 

will be developed to allow governments and people to save our planet, keep us 

healthy, and realize a more just and equitable society than would have been possible 

otherwise. If lawmakers can advance these goals and not inhibit them, they should. 

But AI has enough boosters. My point in this critical intervention is that unless a 

few key dynamics are addressed, AI systems will likely be used in the long run to 

do more harm than good. 

There’s much we don’t know about how AI systems will work to change our 

world. But there are a few things that lawmakers should count on. Companies will 

take everything they can for their own benefit, and we will get used it. People can 

benefit from AI systems and still be individually and collectively worse off overall. 

Unless lawmakers create rules to respond to extraction, normalization, and self-

dealing, companies will use AI systems to permanently impoverish our lives. 
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