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ABSTRACT

The administrative state is leveraging algorithms to influence individuals' private decisions. Agencies have begun to write rules to shape for-profit websites such as Expedia and have launched their own online tools such as the Consumer Financial Protection Bureau’s mortgage calculator. These digital intermediaries aim to guide people toward better schools, healthier food, and more savings. But enthusiasm for this regulatory paradigm rests on two questionable assumptions. First, digital intermediaries effectively police consumer markets. Second, they require minimal government involvement. Instead, some for-profit online advisers such as travel websites have become what many mortgage brokers were before the 2008 financial crisis. Although they make buying easier, they can also subtly advance their interests at the expense of those they serve. Publicly run alternatives lack accountability or—like the Affordable Care Act health-insurance exchanges—are massive undertakings. The unpleasant truth is that creating effective digital regulators would require investing heavily in a new oversight regime or sophisticated state machines. Either path would benefit from an interdisciplinary uniform process to modernize administrative, antitrust, commercial, and intellectual property laws. Ideally, a technology meta-agency would then help keep that legal framework updated.
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INTRODUCTION

Policymakers increasingly rely on machines to nudge people toward better choices. Spurred by White House directives, administrative agencies have written rules to empower for-profit price-
comparison engines, such as those used to purchase airline tickets.\(^1\) Diverse agencies also operate their own interactive websites that aid tens of millions of visitors in planning a meal,\(^2\) choosing a school,\(^3\) or owning a home.\(^4\)

These digital intermediaries\(^5\) are the latest generation of behavioral economics policy tools. They “regulate” by influencing behavior in ways similar to public actors.\(^6\) As legal scholars, economists, and psychologists have shown in recent decades, people often lack key information and make suboptimal decisions based on the information they do have.\(^7\) Businesses exacerbate these shortcomings through intentionally complex “marketing schemes.”\(^8\) Precisely estimating the impact of these problems is difficult.

---


5. “Digital intermediaries” in this Article refers to the interactive online applications that help people make market decisions. The focus here is on those that receive input from the consumer and algorithmically analyze all sources of data available to provide an output. People can then rely on that output to choose a course of action. Other possible terms for the same concept include information intermediaries, choice engines, and information aggregators.


Economists have found that consumers consequently overpay for a range of products, including around 8 percent on cell phone plans, up to 9 percent for computer accessories, and 30 percent for health insurance. Borrowers have incurred billions of dollars annually in unexpected fees on credit cards. Workers save too little for retirement. Students attend schools they should have avoided.

One of the most prominent policy responses has been to try to position consumers to make better decisions by providing information directly to them. Businesses might, for example, be required to prominently display the calories on a menu or the fees on a monthly bill. However, commentators have broadly criticized this first generation of “mandated disclosures” as ineffective, in part because people have difficulty using the information disclosed.

In contrast to disclosures intended for consumers, disclosures intended for sophisticated intermediaries are seen as more promising because those intermediaries are less susceptible to behavioral biases and cognitive limitations. Accordingly, scholars have proposed

15. See Omri Ben-Shahar & Carl E. Schneider, The Failure of Mandated Disclosure, 159 U. PA. L. REV. 647, 647, 649–51 (2011). It is also difficult for regulators to know the best options for each individual. See id. Better design of disclosures may address some of this ineffectiveness. See infra notes 46–48 and accompanying text.
16. See, e.g., Richard H. Thaler & Cass R. Sunstein, Nudge: Improving Decisions About Health, Wealth, and Happiness 93–94 (2008) (noting that machine-readable disclosures “greatly improve people’s ability to make good choices”); Lisa Bernstein & Hagay Volkovsny, Not What You Wanted To Know: The Real Deal and the Paper Deal in Consumer Contracts—Comments on the Work of Florencia Marott-Wurgler, 12 JERUSALEM REV. LEGAL STUD. 128, 134–35 (“Promising directions include . . . mandating the creation of information intermediaries that have the potential to aggregate and transmit the information about the real terms of these transactions that consumers would most like to know.”); Samuel Issacharoff,
mandated digital disclosures for assorted goals. These include (1) health inspectors making their restaurant grades available online so that dining search websites can include cleanliness scores;\textsuperscript{17} (2) wireless carriers giving consumers their personal cell phone usage data in spreadsheets so intermediaries can analyze which carrier’s plan would save the most money;\textsuperscript{18} (3) large retailers such as Amazon, Walmart, and Target sharing their price databases so shopping apps can tell people which stores offer the greatest savings;\textsuperscript{19} and (4) financial firms releasing voluminous unfiltered data for analysis by artificially intelligent “cyborg” investors.\textsuperscript{20} Even scholars criticizing the “failure of mandated disclosures” acknowledge that digital intermediaries such as Yelp may better achieve the same policy goals by giving consumers what they need: not information, but advice.\textsuperscript{21}

Despite digital intermediaries’ growing use, widespread support, and potentially sizable societal benefits as policy tools, scholars have mostly only mentioned them in passing.\textsuperscript{22} Administrative law scholarship has not, to my knowledge, engaged the topic.\textsuperscript{23} This Article


21. \textit{See, e.g.}, Ben-Shahar \& Schneider, supra note 15, at 647, 746–47 (2011) (generally criticizing the “failure of mandated disclosures” but suggesting that the most promising path forward may lie in sophisticated intermediaries such as price-comparison sites).


23. The public side of digital regulators lies in uncharted territory at the intersection of internet governance, privatization, and administrative law. Arguably the most likely fit, internet governance, has yet to address digital intermediaries as governmental market-regulatory tools in any sustained manner partly because that literature has often focused on more rights-related—rather than commercially related—interests. More broadly, the seminal internet law scholarship does not focus on the state’s reliance on digital tools to influence decisions. \textit{See, e.g.}, YOCHAI BENKLER, \textit{THE WEALTH OF NETWORKS: HOW SOCIAL PRODUCTION TRANSFORMS MARKETS AND FREEDOM} 20–23, 34 (2006) (focusing on social and political opportunities and expressing concern that old “producers of information, culture, and communications—like Hollywood, the recording industry, and perhaps the broadcasters and some of the telecommunications services giants” will retain control of content and infrastructure); Frank Pasquale, \textit{Beyond Innovation and
explains how, upon closer examination, digital intermediaries as regulatory instruments prove far more challenging than assumed. At the outset, it is complicated and resource intensive to design useful machine-readable disclosures as technology changes, businesses resist, and laws obstruct. If successful in providing for-profit digital intermediaries with the data they need to guide consumers to make optimal decisions, policymakers have no guarantee those intermediaries will not use their power to steer consumers toward suboptimal, or even harmful, decisions. Some, such as travel websites, have become so dominant that they may raise consumer prices overall by imposing inefficient price-restraint clauses on businesses. Rather than being a form of “regulation for conservatives” that preserves choice, machine-readable disclosures risk empowering digital intermediaries to limit choice.

Moreover, to earn higher commissions digital intermediaries skew search results without disclosing their bias. There is little doubt that online comparison sites make shopping easier by facilitating product comparisons. However, just as cell phone, credit card, and mortgage companies design their products, prices, and contracts to profit from consumer misperceptions, digital intermediaries can do the same through their search engines and web interfaces. “Seduction by contract” now proceeds alongside seduction by algorithm.

Publicly run alternatives face their own accountability flaws. Although agencies lack the same incentives to manipulate consumers

---


24. See Benjamin G. Edelman & Julian Wright, Price Coherence and Excessive Intermediation, 130 Q.J. ECON. 1283, 1283, 1311 (2015) (finding that, when intermediaries restrict the seller from charging buyers less who purchase directly, a reduction in consumer surplus and consumer welfare can result).


26. See infra Parts II.C, V.A.

27. See infra Part II.B. The Department of Transportation (DOT) recently passed rules regulating such conduct. See U.S. Dep’t of Transportation, supra note 1.


29. See id.
for profit, their online tools can be captured by businesses or shut down by new political leaders. Nor is there any clear procedural framework for state-run machines that influence private decisions. Some agencies such as the U.S. Department of Agriculture (USDA) have gone through notice and comment for their online tools, while others such as the Consumer Financial Protection Bureau (CFPB) have not. The literature and doctrine provide few direct answers but indirectly raise issues. For example, internet governance scholars have articulated the powerful ways in which digital architecture shapes online behavior. One influential view holds that, in cyberspace, computer code is law. It plays this role because of how it constrains the behavior of those browsing the web. Linking that view to this Article’s depiction of digital intermediaries as regulatory instruments would suggest that digital intermediaries’ computer code is not merely the law of cyberspace but increasingly the law of markets. To be sure, bureaucrats writing computer code are not engaging in agency rulemaking. However, agencies have little guidance as to when creating digital tools wielding potentially great market influence conflicts with the legitimacy foundations of the administrative state.

The breadth of laws implicated underscores the complexity facing a policymaker today who might seek to regulate through digital intermediaries. Agencies cannot know whether markets need a public digital intermediary without first analyzing whether private digital intermediaries will suffice. Understanding that tradeoff requires predicting whether varied laws—including intellectual property, antitrust, and consumer protection—will help or hurt regulatory efforts. It is no small assignment for a decisionmaker in one agency to divine how different agencies and courts will apply distinct laws to transformative technologies. Additionally, if a specific digital intermediary exhibits features of a natural monopoly, possibilities would include treating it as a public utility or common carrier, or a

30. See infra Part V.B.
31. See LAWRENCE LESSIG, CODE 5 (2d ed. 2006) (“[C]ode is cyberspace’s ‘law.’”).
model akin to the Securities and Exchange Commission’s (SEC) oversight of the New York Stock Exchange (NYSE), a private entity.\textsuperscript{34} Finally, before deciding to operate a public digital intermediary, the policymaker should predict the likelihood that bureaucrats can build their own high-tech tool and adapt it to fast-changing markets.

One policy response could be to abandon both public and private digital intermediaries as agents of more efficient markets or as substitutes for traditional regulations.\textsuperscript{35} Alternatively, if the digital regulator paradigm persists, it needs a legal framework that supports it. Today’s law of digital intermediaries is like that of commercial law in the early 1900s, prior to the adoption of the Uniform Commercial Code (UCC)—arguably “the most successful codification in American law,”\textsuperscript{36} As one UCC drafter put it, “Horse law and haystack law are uneasily tolerated in the complex business of mass production and national distribution.”\textsuperscript{37} Similarly, laws written for an era of paper-and-pencil analyses are inapt in a world of artificially intelligent decisions.

The first step in upgrading the legal framework would ideally be some kind of centralized lawmaking initiative. The goal would be to bring together interdisciplinary experts—in computer science, economics, psychology, and law—to provide a set of model rules and guidelines for agencies, courts, and legislatures at both the federal and state levels. The second key institution would be a federal agency—whether existing or new—with an expansive technology mandate. From an institutional perspective, centralized ex ante rulemaking offers the best chance to design a set of truly interdependent administrative, antitrust, consumer protection, commercial, and intellectual property laws. Absent some such comprehensive reform, it would be wise to abandon notions that more digitally intermediated decisions better regulate markets.

The Article is structured as follows. Part I provides an overview of the faith placed in digital intermediaries as regulatory tools and offers a taxonomy to aid in analyzing digital intermediaries. Part II lays out the main reasons private digital intermediaries may fail to achieve the

\begin{itemize}
\item \textsuperscript{34} See infra Part V.A.
\item \textsuperscript{35} Private digital intermediaries would be viewed solely as companies offering a new, complex product. Regulators would then need to take a fresh look at what oversight of digital intermediaries is appropriate, as they would for any other product market.
\item \textsuperscript{37} Grant Gilmore, \textit{On the Difficulties of Codifying Commercial Law}, 57 YALE L.J. 1341, 1341 (1948).
\end{itemize}
policy goals expected of them, including inadequate information, protectionist laws, deception, and anticompetitive conduct. Part III looks in depth at two public intermediaries: the Affordable Care Act’s (ACA) health-insurance exchanges and the CFPB’s mortgage rate checker. Part IV explores substantive legal changes needed to have greater confidence that digital intermediaries were improving markets. Part V identifies accountability issues raised by the regulatory state’s increasing reliance on computer algorithms to influence decisions. Finally, Part VI discusses options for pursuing unified legal reform.

I. THE PROMISE OF DIGITAL INTERMEDIARIES

Digital intermediaries are widely lauded. When small start-ups or large businesses such as Amazon launch new price-comparison tools, the media rejoices at the “game changer.” Regulators and academics hold out as models the industries in which consumers use those tools. The support for digital intermediaries has two main foundations. The first is the belief that digital intermediaries can level the playing field between consumers and businesses. The second is the view of digital intermediaries as enabling less restrictive and less resource-intensive regulation. This Part explores these two drivers of appeal. Then, it offers a taxonomy for digital intermediaries.

A. Digital Intermediaries as Market Equalizers

One of the fundamental goals of consumer law is to advance consumer welfare. Yet public officials cannot regulate every transaction. Consequently, policymakers aim for markets to self-regulate as much as possible. Digital intermediaries have become integral to this aspiration.


Rational\textsuperscript{41} and informed consumer decisionmaking is important for self-regulated markets. When a sufficient\textsuperscript{42} number of consumers can easily and quickly know which companies offer the best deals, understand the full implications of a purchase, and compare offerings, it is more difficult for a company to engage in unfair and deceptive business practices. One of the central challenges in consumer market regulation is that consumers often lack the information they need to make optimal decisions. Or they suboptimally process the information that is available.

Businesses can strategically profit from suboptimal decisions. They may provide excess information, such as longer product descriptions that make it harder to figure out whether two products are comparable.\textsuperscript{43} Or they design complex pricing packages, as telecommunications companies do with teaser rates, multiple data levels, and back-end fees, which make it difficult to know which package is cheaper.\textsuperscript{44}

One source of hope in recent years is mandating disclosures.\textsuperscript{45} More companies have to disclose the calories on menus, the interest rates of payday loans, or the defects in used cars. The goal is for individuals to use this disclosed information to make better decisions. Disclosures have in some contexts, such as changing the description of Medicare plan choices, produced more optimal results.\textsuperscript{46} Simple scores, such as those used in restaurant hygiene or for annual percentage rates

\textsuperscript{41} Rational choices here are those that maximize a party’s interests given the information and choices available. It may be rational not to spend the time and energy to find the optimal deal.


\textsuperscript{43} See Ellison & Ellison, \textit{supra} note 10, at 427.

\textsuperscript{44} See, \textit{e.g.}, Bar-Gill & Stone, \textit{supra} note 9, at 456.

\textsuperscript{45} See THALER & SUNSTEIN, \textit{supra} note 16, at 1–5.

\textsuperscript{46} In one field experiment, altering a few phrases in letters sent to Medicare patients saved consumers 5 percent on prescription drug costs. See Kling \textit{et al.}, \textit{supra} note 11, at 215.
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Thus, it is possible that with improved design mandated disclosures could produce better results.48

However, some contend mandated disclosures have failed to meet expectations.49 Even well-designed disclosures can fail because the effectiveness of a consumer’s choice is relative to the context. Importantly, that context is dynamic. As products and pricing become more complex, with increasingly technological products and more numerous choices, a previously helpful disclosure may become insufficient. Also, sellers respond to disclosures in ways that purposefully undermine their helpfulness.50

The struggle for optimal consumer decisionmaking has gone technological. Businesses are locked in a multi-billion-dollar “arms race” to develop big data sets; purchase advanced computers; and hire the brightest employees with PhDs in economics, statistics, and psychology.51 With artificially intelligent computers that engage in “deep learning” similar to that of the human mind,52 retailers “nudge customers to higher-margin products.”53 To counter, administrative agencies have invested millions of dollars in building interactive

47. See Oren Bar-Gill, Defending (Smart) Disclosure: A Comment on More Than You Wanted to Know, 11 JERUSALEM REV. LEGAL STUD. 75, 76 (2015) (acknowledging the failure of full disclosure but arguing for smart disclosure). But see Omri Ben-Shahar & Carl E. Schneider, MORE THAN YOU WANTED TO KNOW 133–35 (2014) (offering reasons why score disclosures are unlikely to prove successful). Professor Ryan Bubb has argued that Professors Omri Ben-Shahar and Carl Schneider’s criticism addresses disclosures aimed at providing information for slow thinking (System 2), but disclosures aimed at influencing faster thinking (System 1) may have greater promise. See Ryan Bubb, TMI? Why the Optimal Architecture of Disclosure Remains TBD, 113 MICH. L. REV. 1021, 1026–28 (2015).


49. See, e.g., Ben-Shahar & Schneider, supra note 15, at 651.


52. The technique recently powered a computer that, much to the surprise of experts, soundly beat the world’s leading player of the board game Go—a game much more complicated than chess and long thought by experts to be beyond the realm of computer dominance. See Scott Santens, Robots Will Take Your Job, BOSTON GLOBE, Feb. 24, 2016, at K1.

websites and putting together teams of quantitative experts. These government sites move well beyond traditional information dissemination. They receive an input from an individual, algorithmically analyze that input alongside market data, and provide a tailored output.

Because agencies are significantly out-resourced, they view private digital intermediaries as allies in promoting optimal consumer decisions. Private digital intermediaries leverage their own big data, artificial intelligence, and “the hive mind” of millions of other internet users. For example, financial technology (“FinTech”) companies such as NerdWallet, Credit Karma, Digit, and Mint collect all relevant financial information by connecting online to a consumer’s bank accounts, credit cards, and bills. They analyze this data to provide advice, such as which of thousands of credit cards, CDs, or IRA accounts would offer the best rates or lowest fees, drawing on what similar consumers have done. Use of these sites has skyrocketed in recent years. As one systems engineer who uses the FinTech company Digit put it, “I’m someone who places complete faith in technology to make smarter decisions than I would.” Over the past five years, the financial aggregator Mint has seen its users increase sixfold to 20 million. Credit Karma has over 50 million users.

Policymakers’ growing reliance on these digital intermediaries stems in part from the need for regulation to respond dynamically to market changes. Whereas businesses may undermine mandated disclosures aimed directly at consumers, businesses have a harder time outmaneuvering nimble digital intermediaries wielding the latest


55. See infra Part III.


59. See id.

technologies. As a result, policymakers wanting self-regulation have understandably looked to digital intermediaries to level the playing field.

B. Digital Intermediaries as Minimally Intrusive Regulation

Digital intermediaries are believed to offer a light regulatory option by both requiring minimal governmental involvement and preserving choice. In terms of minimizing government involvement, machine-readable disclosures are thought to shift work from agencies to businesses. With traditional disclosures aimed directly at people, such as a nutrition label or a loan’s APR, producing “even modest results” requires “epic effort, ingenuity, and persistence.” Studies suggest people rarely read disclosures or misunderstand them when they do. Disclosures even cause results opposite to those intended.

In contrast, when the government releases machine-readable data in raw form or mandates disclosures, an entrepreneur determines how best to communicate that data to consumers. For example, to combat excessive fees by investment funds that cost retirees billions of dollars annually, the federal government began releasing data on 401(k) fund managers. Companies such as BrightScope have used the released 401(k) data to start websites enabling users to compare 401(k) plan performance. As scholars have argued, sophisticated intermediaries can use artificial intelligence to sift through large volumes of unfiltered information and rigorously analyze it, theoretically saving governmental decisionmakers from having to closely design direct-to-consumer disclosures. For those who either have little faith in the state to take on challenging tasks or want to reduce the resources needed to govern, the prospect of a business voluntarily taking on disclosures is appealing.

61. See Ben-Shahar & Schneider, supra note 48, at 116–17.
62. See id. at 42–47.
63. See id. at 116.
66. See id. (mentioning the company’s rise and profitability).
67. See Lin, supra note 20, at 602.
The second driver of light regulation, preserving individual autonomy, is relevant to both public and private digital intermediaries. Renters, for example, used to have almost no information about landlords in New York City, which left them “with little confidence that the leaky faucet [would] be fixed or the roaches [would] be vanquished.” Following city agencies’ release of complaints and violations online, however, a start-up called Rentlogic built an online searchable database consolidating landlord records and building ratings.68 Rather than issuing top-down rules prohibiting landlord conduct, an agency may accomplish similar goals by releasing machine-readable data. Citizens can choose to carry on as before, but the increased visibility may give the market a better chance to discipline problematic behavior.

The narrative created by machine-readable disclosures is one of unleashing the power of the digital economy to regulate itself: if the information is released, entrepreneurs will build online tools to improve consumers’ lives one decision at a time. Digital intermediaries are thus expected to advance policy more effectively and efficiently than other options.

C. Types of Digital Intermediaries

Digital intermediaries are pervasive and heterogeneous. To aid in analyzing this large universe of online tools, this Section offers a typology. Before articulating key distinctions, however, it is worth clarifying commonalities. This Article examines digital intermediaries that influence people’s decisions in transacting with private entities. Thus, these digital tools are separate from the consumers and end sellers that offer some good or service. This focus means that all types of digital intermediaries provide algorithmic advice. The advice may come in subtle forms, such as the order of search results. Or it may be more explicit, such as recommending waiting to buy airline tickets based on a prediction that prices will drop.69

Three main distinctions between different types of intermediaries are useful for this Article’s core analysis. First, digital platforms that process a transaction between a consumer and a seller are called marketplaces. Others are informers. Second, the more an intermediary

---

68. See Ronda Kaysen, Grading the Landlord, N.Y. TIMES, Sept. 25, 2016, at RE3.
favors some sellers over others, the more it is a promoter instead of a neutral. Third, intermediaries are either publicly or privately run. The business model, legal status, and regulatory implications vary for each category.

1. Marketplaces Versus Informers. Marketplaces accept payment from the consumer in exchange for a third-party seller providing a product. They generate much of their revenue from keeping a percentage of the transaction that they process or by buying the product and reselling it for a markup. Travelers go to the marketplace Expedia to purchase tickets for flights operated by United, Delta, or American Airlines. At Amazon, shoppers can buy jeans made by Calvin Klein or Levi. However, marketplaces may also produce their own goods or services in addition to selling those of others. Amazon, for example, is increasingly producing its own Amazon-branded products, ranging from soap to clothing.

Digital intermediaries that do not process a monetary transaction for third-party products are informers. Informers earn their revenues from selling information collected from the consumer, from subscriptions to their intermediary services, or through advertising. The mortgage and travel industries demonstrate the range of services offered by informers. Often the intermediary offers answers to specific financial questions. For example, many websites offer mortgage calculators for free. The borrower enters information such as zip code and income, and the calculator estimates the likely interest rate the borrower could attain. In a related service, mortgage holders can go to Bills.com or related sites and, after entering information, receive a “yes” or a “no” as to whether they should refinance. Some sites go a step further and list the specific financial institutions willing to lend at the rates provided.

73. See id.
In the travel industry, marketplaces and informers compete for control of consumers’ searches. The marketplaces Expedia and Travelocity were the early U.S. market leaders for searches. On those sites, consumers can purchase tickets. Now, however, 80 percent of all searches go through Kayak.\(^75\) The links in Kayak’s search results refer consumers either directly to sellers, such as Delta or American Airlines, or to marketplaces, such as Expedia and Travelocity, to make a purchase.

2. Neutrals Versus Promoters. Another key distinction is between neutrals and promoters. The extent to which an intermediary is more of a promoter, as opposed to a neutral, depends on the degree to which its automated advice is designed to earn more money by steering consumers toward certain products. This advice may or may not hurt the consumer. The distinction between neutrals and promoters is less binary and clear-cut than that between marketplaces and informers.

Most digital intermediaries promote to some extent. Promotion can come in many forms. More intense promotion results when an intermediary receives a higher commission or markup for some products than for others. This promotion may be driven by the seller, just as banks have given mortgage brokers higher commissions for higher-priced loans.\(^76\) Or it may be driven by the intermediary’s business model. Marketplaces such as Amazon vary their markups on different products depending on the deals they get with sellers. They also earn higher markups from their own manufactured products (for example, Amazon batteries) than they do on products they purchase from third parties (for example, Duracell batteries).\(^77\)

In contrast to Amazon, eBay does not sell its own products and earns a flat commission on all sales. Accordingly, eBay is far more of a neutral, with little, if any, incentive to steer consumers toward specific products. To be sure, even more neutral marketplaces like eBay want to increase any given consumer’s overall purchases, since it would then earn a commission on a higher base. However, neutral marketplaces have far less incentive, if any, to nudge consumers toward higher-


\(^{77}\) See, e.g., Bhattacharya, supra note 70.
priced products since they earn only a fraction (typically about 10 percent) of any price increase. Promoter marketplaces, such as Amazon, earn 100 percent of any price increase on a significant portion of their products.

The existence of advertising may, but need not, decrease neutrality. Yelp, for example, allows paid advertising alongside users’ ratings of companies, but academics have found that Yelp does not bias search results in accordance with those advertisements. Instead, it distinguishes paid links from unpaid ones. Maintaining an air of neutrality is crucial for earning consumers’ trust and thus for profitability. Reputational concerns provide some market constraints on detectable bias.

Pure neutrals are mostly nonprofits or publicly run companies, but they need not be. Craigslist is technically for-profit but has limited its revenues to certain posting categories, such as employers who want to list a job. The site has steadfastly refused advertisements or any manipulation of the results. Some sites earn money solely by collecting information. For example, Intuit offers a mortgage calculator into which consumers enter income, location, and credit score to obtain advice about mortgage options. The company sells the information collected to DoubleClick, an internet advertising firm owned by Google. Also, companies purchase informers’ information to estimate a consumer’s overall net worth, which then determines service levels, such as whether to direct a phone call to a VIP customer service line or to an unhelpful call center. The market value of data means mortgage calculators can be profitable even if designed to offer unbiased analysis.

Generally, marketplaces and promoters establish closer legal relationships with sellers than do informers and neutrals. Informers can provide information and analysis to consumers about a third-party seller regardless of whether that seller cooperates. But to process a transaction on behalf of a seller, marketplaces must generally establish

78. Nudging consumers toward higher prices risks making them purchase nothing.
an ongoing contractual arrangement or at least transact at some point to purchase the seller’s products. Similarly, to receive commissions that would provide the incentive to promote, an intermediary must enter into a more formal contractual relationship.

In one case, subprime credit card seller First Premier Bank sued CardHub, which offers a credit card comparison tool.83 First Premier—described by Consumer Reports as offering “America’s Worst Credit Card”84—did not dispute CardHub’s ability to provide information about its credit cards.85 However, CardHub used a link, “Apply Now,” that directed consumers to an application at First Premier’s website that the company reserved for authorized partners.86 First Premier argued that this use of the link implied that CardHub was affiliated with First Premier in a way it was not—as if the consumer were applying for the credit card through CardHub, or as if CardHub were an authorized agent.87 Stated otherwise, First Premier accused CardHub of holding itself out to be a marketplace or promoter when the two companies had no such legal relationship. Thus, the distinction between neutral and promoter—and between marketplace and informer—is valuable for considering the legal and policy implications of digital intermediaries.

3. Public Versus Private. Digital intermediaries may be public or private. The private versus public distinction refers to the ownership and ongoing management of the intermediary, not the source of the data. For example, public initiatives have given consumers access to digital information about their personal home energy usage.88 Private companies have used this public data to create energy-saving products such as an “ambient orb” that changes colors throughout the day and flashes red when electricity prices peak, thereby enabling people to

86. See id. at *3.
87. See id.
save money on electricity.\textsuperscript{89} Although enabled by public actions, these companies are private intermediaries.

Hybrid arrangements have also emerged. Public–private partnerships have created intermediaries in select industries such as the education and health sectors. Federal agencies have coordinated with private sector lenders and schools to provide an array of digital tools. These tools assist students in financing their education and adopting learning goals tailored to their educational history and aspirations.\textsuperscript{90} Many public health-insurance exchanges operate through public–private partnerships because the government relies on private contractors on an ongoing basis.\textsuperscript{91} Despite some hybrids, the vast majority of intermediaries are run by either private or public entities. The next two Parts explore limits of each.

II. WHY PRIVATE INTERMEDIARIES FALL SHORT

Despite great enthusiasm among scholars and policymakers, digital intermediaries face challenges in regulating markets. Initially, it is difficult for a company to get started due to informational and legal barriers. Even if digital intermediaries fully launch, consumers and markets may benefit less than assumed.

A. Start-Up Barriers

The literature fails to sufficiently acknowledge two key challenges to digital intermediaries’ ascension. First, digital intermediaries often cannot compete in the first place because information is difficult to acquire or established companies use laws to repel them. Second, machine-readable mandatory disclosures can require substantial government involvement.\textsuperscript{92}

Barriers to entry arise from the difficulty in obtaining key data. This is true for both of the main types of information that digital intermediaries seek: general product information and consumer-specific usage information. For a cell phone plan, general information would include the base monthly price, amount of data allowed in


\textsuperscript{90} See Education Data and Tools, DATA.GOV, https://www.data.gov/education/education-apps [https://perma.cc/B8VZ-3TQ8].

\textsuperscript{91} See \textit{infra} Part III.A.

\textsuperscript{92} See \textit{supra} Part I.B.
different plans, and rules for fees. Consumer-specific usage information would include a particular consumer’s history of fees paid or the average amount of data downloaded.\textsuperscript{93}

Customer-specific information is crucial in many markets, but because it is not publicly available companies can easily block intermediaries from accessing it. Digital intermediaries such as NerdWallet operate by first obtaining consumers’ permission and password information for online financial accounts. They then send an information-collecting bot into consumers’ bank and credit card accounts, with the goal of using that information to advise consumers about which financial products best serve their particular needs.\textsuperscript{94} But somewhat recently, after millions of consumers had provided such access, Bank of America and other financial institutions tried to completely block these bots.\textsuperscript{95} Because this blocking angered customers, financial institutions ultimately decided to limit what information the bots can access.\textsuperscript{96} Other industries have erected similar barriers. Airlines have blocked third-party aggregator sites’ attempts to let passengers see all of their frequent-flier-mile balances in one place.\textsuperscript{97}

It is less well understood that digital intermediaries may face difficulties collecting even general product information. In-store data is costly to collect. Amazon at one point offered to pay shoppers up to five dollars per item for passing on price information from brick-and-mortar stores.\textsuperscript{98} Sellers have steadfastly blocked online intermediaries’ efforts to set up pharmaceutical price-comparison websites.\textsuperscript{99} Enterprise and Avis similarly blocked a popular website, Autoslash, from monitoring prices to advise consumers when to rent, a service that reportedly saved shoppers on average 25 percent.\textsuperscript{100}

\textsuperscript{93} Oren Bar-Gill emphasizes this distinction for disclosures. \textit{See} Bar-Gill, \textit{supra} note 47, at 82.
\textsuperscript{94} \textit{See}, e.g., \textit{Cracking the Vault; Retail Banking}, \textit{ECONOMIST}, Oct. 24, 2015, at 66–67.
\textsuperscript{95} \textit{See} Huang & Rudegeair, \textit{supra} note 58.
\textsuperscript{96} \textit{See}, e.g., Bryan Yurcan, \textit{Warning to Banking Industry: Innovate or Die}, \textit{FIN. BRAND} (July 6, 2015), https://thefinancialbrand.com/52725/banking-innovation-imperative [https://perma.cc/6VHQ-GUZA].
Part of the problem is that bots often cannot legally obtain the information they would like to aggregate and analyze, even if that information seems freely available on the web. For online data, sellers have used the law to prevent web scraping, by which intermediaries use web crawlers or spiders to gather online information. Sellers have successfully challenged web scraping as a violation of contract law, the Computer Fraud and Abuse Act, the Digital Millennium Copyright Act, and electronic trespass to chattel. For example, eBay’s commanding market position in online auctions, with over 90 percent of the market, was cemented by blocking would-be competitors, such as Bidder’s Edge, from collecting data.

Industry-specific protectionist laws, including in the automobile and real estate industry, also block digital intermediaries’ access to marketplaces and information. When an entrepreneur attempted to create the Amazon of the new car market, and thereby enable consumers to purchase cars online directly from manufacturers, his effort was blocked by laws in all fifty states that grant monopolies to local auto dealers. These laws are estimated to cost consumers about $40 billion each year. Relatedly, state-law-empowered commissions have historically limited price competition among real estate


102. See James Grimmelmann, The Structure of Search Engine Law, 93 IOWA L. REV. 1, 24 (2007); Hirschey, supra note 32, at 899, 918.


105. Consumers cannot buy directly from Ford, and must instead buy at the local auto dealer. See, e.g., Daniel A. Crane, Tesla and the Car Dealers’ Lobby, REGULATION, Summer 2014, at 10, 12.

brokers.\(^{107}\) For example, some states prohibit brokers from unbundling their services and only charging for listing the home (rather than the whole slate of broker services).\(^{108}\) In states such as New Jersey without those restrictive laws, real estate listing websites have thrived, cutting the commission rate by several percentage points.\(^{109}\) These cuts save consumers over seven thousand dollars on the median home.\(^{110}\)

Businesses have also used contract law to limit information flow, such as “gag clauses” or “non-disparagement clauses.” When one customer wrote a negative review at RipoffReport after not receiving a few trinkets she ordered, the retailer Kleargear billed her $3500 for violating a clause stating “your acceptance of this sales contract prohibits you from taking any action that negatively impacts [our company], its reputation, products, services, management or employees.”\(^{111}\) These clauses became so widespread that Congress ultimately passed a bill outlawing them.\(^{112}\)

The second major obstacle to digital intermediaries obtaining information is that it is more difficult than commonly assumed for agencies to design machine-readable mandated disclosures. No regulator wants to mandate unnecessary disclosures. Yet it may be hard to know what information digital intermediaries and sellers have. When markets do provide substitutes for mandated disclosures, it may happen subtly, through diverse firms that individually safeguard knowledge but collectively contribute that knowledge to, for example, informed prices for publicly traded shares.\(^{113}\) Moreover, markets will often only provide partial information relevant for policymakers’
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goals. Online product reviews such as those on Amazon, TripAdvisor, and Yelp may miss less salient attributes such as unfavorable contract clauses. Further complicating this is that data collected by all parties evolves. Consequently, an agency would need to stay up-to-date on the latest information and perhaps rewrite specific disclosure requirements regularly. Many relevant agencies, such as the Federal Trade Commission (FTC), do not have monitoring programs to collect firms’ internal information for such purposes. Even if they did, collecting and analyzing the data would be resource intensive.

Policymakers rarely undertake such complex inquiries and analyses in designing mandated disclosures. More commonly, they assume either that the information is readily available or that simple machine-readable disclosures will suffice. Underestimating the difficulty of setting digital intermediaries up for success thereby constitutes a policy obstacle. One congressman recently asked in exasperation, “Why isn’t it possible . . . to just have a price where anybody who wants to know what that price is can go to a website and see?” The counterintuitive answer in the information age is that laws and entrenched companies get in the way.

B. Misperception and Deception

Digital intermediaries are seen as protecting consumers from end sellers. However, digital intermediaries sell something: use of their algorithms. These products raise concerns analogous to those demonstrated for cell phone plans, credit cards, mortgages, and other products.

1. Misperception. Firms can leverage complexity to decrease efficiency and raise prices. Manufacturers price printers low and ink cartridges high. This practice can make it more difficult for consumers to compare the full costs of owning the printer. Scholars have found that “misperceptions” of wireless carriers’ strategically complex

115. Alternatives, such as broader disclosure rules, are possible but raise challenges of their own.
116. See Van Loo, supra note 19, at 1381.
117. See, e.g., Honigsberg et al., supra note 113, at 296.
118. Thomas, supra note 99 (quoting Representative Peter Welch).
119. See Van Loo, supra note 19, at 1330.
120. Gabaix & Laibson, supra note 8, at 506-07.
pricing packages help explain why many subscribers wind up paying 20 percent more than they would if they had selected the optimal plan.\textsuperscript{121} Thus, sellers in a variety of industries use complexity and “shrouded attributes”\textsuperscript{122} such as expensive ink to raise prices.

Digital intermediaries at first appear straightforward. The user enters basic information and receives a list. However, printers and ink, and to some extent cell phone plans and credit cards, also appear straightforward. The more important behavioral economics inquiry is whether decisionmaking is sufficiently complex that digital intermediaries are “hiding the true costs of the product from the imperfectly rational consumer.”\textsuperscript{123} One driver of such complexity can be the multidimensional nature of the price and product.\textsuperscript{124}

Many digital intermediaries’ services involve complexity and multidimensionality. A seminal study of online decisionmaking found that delivery fees, minor product distinctions, and information overload from online searches enable sellers to inflate prices for even what seem like straightforward items, such as computer accessories.\textsuperscript{125} Instacart and Postmates, which deliver products from brick-and-mortar retailers, list prices for each item on their website under the corresponding store, such as Whole Foods or CVS. Consumers would understandably assume that these are the brick-and-mortar stores’ prices and that Instacart and Postmates earn money from the delivery fee. However, those digital marketplaces’ prices have included an undisclosed and varying markup over the price that the intermediary pays. A recent report found that the extent of the hidden markup varies greatly and tends to be substantial, ranging from 22 percent on Costco dental floss to 120 percent on a rock-climbing carabiner from a local sporting goods store.\textsuperscript{126} A consumer wanting to calculate the per-use price of a digital marketplace’s services would need to consider these markups along with delivery fees, membership fees, and manufacturing fees.\textsuperscript{127}

\begin{itemize}
\item \textsuperscript{121} Bar-Gill & Stone, \textit{supra} note 9, at 453.
\item \textsuperscript{122} Gabaix & Laibson, \textit{supra} note 8, at 505.
\item \textsuperscript{123} BAR-GILL, \textit{supra} note 28, at 18.
\item \textsuperscript{124} Id.
\item \textsuperscript{125} See Ellison & Ellison, \textit{supra} note 10, at 427.
\item \textsuperscript{126} See Brian X. Chen, \textit{The High Price of Delivery App Convenience}, N.Y. TIMES, Nov. 4, 2015, at B9. Markups also vary significantly among items from the same store. See id.
\end{itemize}
Basic complexity enables digital intermediaries to leverage subtle psychological influences on consumers’ perceptions. Sites can anchor a consumer’s price perception by placing a high-priced item at the top of search results. This has the psychological effect of causing consumers to perceive subsequent items as more affordable than they would had they not seen a high-priced item first. More generally, given the complexity of most digital intermediaries and the subtle ways they can alter advice, comparing different digital intermediaries would—like comparing credit card offers with teaser rates and rewards programs—require analyzing many variables. Digital intermediaries thus have shrouded attributes that—like shifting costs to ink cartridges or offering complex cell phone pricing packages—may enable companies to increase equilibrium prices and inefficiencies.

Arguably, it is even more difficult for consumers to know how digital intermediaries are manipulating them than in traditional decisionmaking contexts. Few consumers read contracts—let alone understand the legal terms—but they have access to them. Consumers could study credit card fees in the fine print or build a spreadsheet to analyze complex cell phone pricing plans or printer costs. Indeed, many consumers do choose the optimal cell phone plan. Alternatively, consumers can rely on third parties, such as Consumer Reports, to conduct those analyses. In contrast, digital intermediaries guard their algorithms just as Coca-Cola guards its beverage formula. Besides undermining optimal consumer choice among digital intermediaries, this secrecy clouds the debate about how algorithms may contribute to economic and racial inequality.

129. See Bar-Gill, supra note 28, at 17–20; Gabaix & Laibson, supra note 8, at 505.
130. See, e.g., Ayres & Schwartz, supra note 48, at 546–48 (reviewing the literature finding that few people read contracts).
131. See Bar-Gill & Stone, supra note 9, at 453.
132. See Pasquale, supra note 23, at 106.
Theory would predict that these practices ultimately raise prices and add inefficiency, as they do for other products. Empirical data provides some support for that conclusion. Most directly, one study found eBay’s algorithmic changes made a 5 to 15 percent difference in prices paid for many searches. The actual numbers are in flux as markets shift and digital intermediaries run tests year-round to identify which algorithms earn higher profits.

2. Deception. A potential source of deception relates to undisclosed bias. Economists have shown how human financial advisers successfully recommend higher-priced products when consumers are unaware of a financial conflict of interest. Consumers also pay significantly more if a mortgage broker’s commission is part of the loan—which makes it far less salient—than if they pay the broker separately.

Digital intermediaries have recreated the financial industry’s commission structure. Most sites receive pay for each click or purchase following the click. Some products pay more commission than

134. See generally BAR-GILL, supra note 28 (discussing behavioral economic effects in contracts).
others. Yet they freely disclose neither their overall commission nor the commission variation among products. Many omit some of the lowest-priced products altogether. Many users are unaware of the bias underlying the digital intermediary advice they receive, just as many were unaware mortgage brokers did not have borrowers’ best interests in mind.

A range of disclosures and other regulations govern consumer products such as cell phone contracts, credit cards, and mortgages. Despite structural similarities, digital intermediaries remain largely unregulated. Like mortgage brokers and other human intermediaries, digital intermediaries make sorting through difficult choices easier. Many consumers are surely better off using them than not, given the options available. However, as regulatory instruments, it is problematic to expect them to reduce the same deception and misperception they can create.

C. Excess Intermediation

Empirical data about digital intermediaries’ overall market impact is limited. Thus, they may overall increase efficiency in specific markets. Nonetheless, scholars have begun to identify potentially anticompetitive conduct. This conduct may mean either that intermediaries bring fewer benefits than typically assumed, or that their presence overall lowers consumer welfare in some contexts.

Digital intermediaries often obtain high market shares. Much of this concentration results organically, as did iTunes’s 70 percent share of online music. Acquisitions have also played a role. After

140. McCartney, supra note 136.
141. Id.
142. See Dependable Sales & Serv. Inc. v. Truecar, Inc., No. 15-cv-1742 (PKC), 2016 WL 79992, at *7 (S.D.N.Y. Jan. 6, 2016); McCartney, supra note 136. Even in the highly regulated consumer-finance space, the online lending portal site LendingTree, in one of its hundred disclosures, explains only generally that the compensation it receives from lenders “may impact how and where products appear on [its] site (including, for example, the order in which they appear).” Advertising Disclosures, LENDINGTREE, https://www.lendingtree.com/legal/advertising-disclosures-offers?disclosures=00031,00001,00059,00094,00101,00109,00116,00117 [https://perma.cc/QCR2-LFU9].
143. See generally CFPB STRATEGIC PLAN, supra note 54 (reporting consumer-finance protections).
144. See infra Part IV.A.3.
purchasing its leading competitor Trulia, online real estate listing service Zillow reached a 63 percent share. Scholars have begun to identify issues related to such concentration among digital companies that are relevant—but not necessarily specific—to digital intermediaries. Some believe the consumer harms resulting from digital-service concentration may be “massive” even independent of price, though the evidence remains limited. Through online platforms, firms use artificially intelligent price-setting software that can facilitate collusion. This “sea change in commerce” may increase the risk of harm to consumers from supracompetitive prices.

Economists have also turned their attention to conduct more specific to digital intermediaries. In particular, many digital intermediaries use price-parity clauses, or “most-favored-nation provisions.” Amazon, for example, requires sellers to “ensure that the item price and total price of an item [listed] on Amazon.com are at or below the item price and total price at which [the seller lists] the item via any other online sales channel.” Applied to Sony, this clause would prohibit the manufacturer from selling its Playstation on other websites or on its own website for less than the price at which it lists the item on Amazon. Price-comparison sites have used similar clauses in other industries such as for hotels, airfare, and insurance.

Some digital marketplaces can insist on price parity clauses because of their ability to exclude sellers from large portions of the
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market. This influence holds even over powerful end sellers, such as
the top four airlines that operate 75 percent of flights. When only two
of the leading travel marketplaces, Expedia and Orbitz, delisted
American Airlines for refusing to pay their commissions, the airline
lost the equivalent of over $100 million annually and quickly caved.

Courts have historically viewed price-parity clauses as improving
competition and efficiency. Clauses might increase efficiency by
reducing the costs of ongoing bargaining. Also, digital intermediaries
such as hotel websites might be more willing to invest in promoting
small, independent hotels if those hotels agree not to sell at lower
prices on their own websites.

More recently, however, many have come to believe that such
clauses may harm consumers. Building off the work of 2014 Nobel
Prize–winner Jean Tirole, regulators and economists have found that
digital intermediaries can use their market power to raise consumer
prices to an anticompetitive level. For example, for a $500 airline
ticket, about $75 to $100 go to companies such as Expedia as
commission. If Expedia set that price in a hypothetical market
without price-restraint clauses, the consumer might have the option of
deciding whether saving $100 is worth going to airline websites directly
to look at prices. Because some consumers would presumably go to the
airline website to save money, the existence of that option could
theoretically put competitive pressure on Expedia to lower its
commission on all flights. Price-restraint clauses remove that consumer
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choice of going straight to the airline’s website to save money because the price is the same whether the consumer buys from Expedia or United.\textsuperscript{159} Price-restraint clauses thus can promote excess use of digital intermediaries, thereby increasing inefficiency and raising equilibrium market prices.\textsuperscript{160}

Price-parity clauses can also harm consumers by limiting horizontal competition and new entrants. A start-up digital intermediary wanting to compete may not be able to use a more efficient business model to reduce commissions and thereby attract more consumers through lower prices.\textsuperscript{161} Price-parity clauses could impede such an entry strategy because the seller would need to give any discount negotiated by the start-up to established intermediaries as well.\textsuperscript{162}

*   *   *

Overall, private digital intermediaries can fall short of expectations. They may lack the information they need to enhance decisionmaking. Even when they have the necessary information, they can add a new layer of exploitation by inserting shrouded fees or raising prices. Although one perceived benefit of intermediaries is the avoidance of choice-limiting governmental regulation, digital intermediaries may restrain seller autonomy. Like markets heavily influenced by financial intermediaries,\textsuperscript{163} markets heavily dependent on digital intermediaries can have lower efficiency and consumer welfare.

III. THE LIMITS OF PUBLIC INTERMEDIARIES

Public digital intermediaries, like their private counterparts, are proliferating. Some assist in daily activities, such as the USDA’s “SuperTracker,” which tallies nutrition and exercise.\textsuperscript{164} Others guide people through life-altering decisions. For example, the Department of

\textsuperscript{159} Some sites may, however, offer nonprice incentives to buy directly.

\textsuperscript{160} See Edelman & Wright, supra note 24, at 1292.

\textsuperscript{161} Cf. C. Scott Hemphill & Tim Wu, Parallel Exclusion, 122 YALE L.J. 1182, 1209 (2013) (discussing how most-favored-nation provisions in contracts can be used to exclude new distributors).

\textsuperscript{162} See id. (discussing the effect of multiple buyers having most-favored-nation provisions with a seller).
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Education has a College Navigator site where prospective students can learn what previous students with similar characteristics paid to attend a particular school and what their job prospects were afterward. Also, state and federal online tools enable people to assess products for physical safety, financial soundness, environmental health, and (in the case of cell phones or the internet) communications-network quality. Finally, many federal agencies let consumers learn from others’ bad experiences through searchable complaint data for most industries, including airline travel, bank accounts, and automobiles. Public digital intermediaries are a large and growing part of regulation by digital intermediation.

This Part examines two examples in greater depth: one marketplace and one informer. First, the ACA created online exchanges for purchasing health-insurance plans—in other words, a marketplace. Second, the CFPB offers a Rate Checker to inform people about how to choose a mortgage. Each of these intermediaries is structurally considered for consumer decision improvement and cost-effectiveness. Although public digital intermediaries are idiosyncratic and rigorous empirical evidence about their operation is limited, these two cases illustrate some broad themes for each type.

A. Health-Insurance Exchanges

The ACA established heavily regulated online health-insurance marketplaces. These websites list private companies’ insurance plans to facilitate comparison and enrollment. Some states, such as Massachusetts, already ran exchanges, but most did not. The ACA
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also required states to establish human navigators to advise people about coverage options and how to enroll.  

Distinct from the issue of the ACA’s larger substantive success or failure, there is a question of how well governmentally controlled health-insurance intermediaries perform. Isolating the digital-marketplace dimension of the ACA is difficult. In particular, it is hard to determine how much of any success or failure is attributable to the substantive legislation—such as the individual mandate, subsidies, and restrictions on insurance company margins—rather than to the actual design and implementation of the exchanges. Nor is it possible to know precisely how a privately owned health-insurance marketplace would have performed instead.  

1. Consumer Decisionmaking. To assess the health exchanges’ impact on consumer decisionmaking, several indicators are relevant: the number of people and insurers using the exchanges, the prices and quality of the plans purchased, the choice architecture of the interface, and the institutional incentives of the exchange operators. For the exchanges to have a meaningful impact, people must use them. About 12 million people had insurance in 2016 due to transactions on the ACA exchanges. 

As for plan quality, there is little evidence that purchasing through public exchanges matters. Enrollees had equal or higher satisfaction with their exchange-purchased insurance plans compared to those who purchased through private markets. As for prices, an early analysis suggested that premiums for comparable insurance plans on the


exchange were lower than they were in private markets; in one analysis, plans on the exchange were 7 percent lower for small-business employees.\textsuperscript{174} Even if accurate, such lower prices are likely unsustainable. Several sizable health insurers, including United Health, decided to leave many ACA exchanges in the 2016–2017 enrollment period due to large losses.\textsuperscript{175} By one estimate, United Health’s complete exit alone would raise overall prices by 5 percent.\textsuperscript{176} Thus, prices could increase considerably in the short term, and it is too early to draw strong conclusions based on past data.

Institutional design factors indicate that the exchanges may lead to lower prices and better plan choices. Private health markets largely rely on insurance agents to sell plans for insurance companies.\textsuperscript{177} Agent commissions amount to between 4 and 6 percent of annual premiums paid, and as high as 30 percent of the first year’s premium.\textsuperscript{178} Insurance agents are not allowed to sell on the insurance exchanges—only the insurance companies can.\textsuperscript{179} As neutrals, the ACA navigators may thus remove not only a costly intermediary but also a source of consumer deception and misperception. Because exchange operators do not receive different levels of commissions from different insurers, they lack the incentive to steer consumers toward high-commission plans that are less beneficial to the consumers.\textsuperscript{180} Exchanges may lower prices

\textsuperscript{174.} See Jon R. Gabel et al., An Early Look at SHOP Marketplaces: Low Premiums, Adequate Plan Choice in Many, But Not All, States, 34 HEALTH AFF. 732, 732 (2015) (“Premiums for plans offered through SHOP Marketplaces were, on average, 7 percent less than those in the same metal tier offered only outside of the Marketplaces.”); see also LAURA SKOPEC & RICHARD KRONICK, U.S. DEPT. HEALTH & HUM. SERVS., MARKET COMPETITION WORKS: SILVER PREMIUMS IN THE 2014 INDIVIDUAL MARKET ARE SUBSTANTIALLY LOWER THAN EXPECTED 1–2 (2013), http://aspe.hhs.gov/health/reports/2013/MarketCompetitionPremiums/sb_premiums_update.cfm [https://perma.cc/32KL-LZ5K] (finding premiums for “Silver Plans” to be lower than expected).

\textsuperscript{175.} See Anna Wilde Mathews & Stephanie Armour, Health-Plan Choices Shrink, WALL STREET J., Aug. 29, 2016, at A1.
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\textsuperscript{179.} Insurers can still pay agents to promote the exchanges. See FAMILIES USA, BROKERS AND AGENTS AND HEALTH INSURANCE EXCHANGES 3, 7, 9 (2012), http://familiesusa.org/sites/default/files/product_documents/Exchanges-Brokers-and-Agents.pdf [https://perma.cc/L7HG-UUQ7].

\textsuperscript{180.} See id. at 4.
partly by filtering out plans believed to benefit patients less. This removes some choice, but less complex choices can also reduce equilibrium prices.

The question remains whether a private neutral health exchange, akin to the eBay model, would work better than a public one. Like a private marketplace, public health-exchange operators have incentives to increase transactions. After all, enrollment is a publicly salient measure of success. Also, the exchanges’ administration is funded through a surcharge on the sales. Thus, the pursuit of funding and reputation could drive the exchange’s governmental directors to design the exchanges to encourage purchases without regard to enrollees’ interests. Legal scholars have identified such skewed administrative agency incentives elsewhere. This bureaucratic self-interest could encourage overconsumption of the exchanges’ services, just as private travel websites do with their price-comparison services or more neutral marketplaces such as eBay might do with respect to overall purchases.

Although such skewed incentives are possible, public and private marketplaces theoretically differ in at least two important respects. First, whereas with a private marketplace the total revenues are important to investors and constantly reported in the media, with a public marketplace the more important aggregate metrics highlighted are the millions of people enrolled. This means that public marketplaces have less, if any, incentive to encourage users to pay high prices than their private counterparts. Second, private marketplaces have an institutional incentive to lower prices only when consumers would notice, which is often not the case. Public marketplaces, in contrast, have an institutional incentive to lower prices even when the individuals would not notice, as doing so demonstrates societal value to a broader set of stakeholders such as taxpayers and policymakers.

It would be ideal to know what can be expected as the ACA marketplaces mature. The Massachusetts Health Connector (MHC),
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which has operated for longer and was a model for the ACA exchanges, provides some perspective. It succeeded on a number of fronts related to consumer welfare. It made comparison shopping easy, providing convenience and saving time.\textsuperscript{187} It encouraged new market entrants in what had previously been a market dominated by entrenched insurers.\textsuperscript{188} It increased transparency by requiring concrete disclosures and filtering out problematic plans.\textsuperscript{189} While it is difficult to know the overall price-competition impact of such an exchange, consumers on the exchange behaved differently than those purchasing plans elsewhere and “gravitate[d] toward the cheapest and least generous plans.”\textsuperscript{190} In assessing any savings from lower prices paid, public taxpayer costs are relevant. Also, the quality of coverage, rather than only price and convenience, must be considered. Although questions remain about the long-term effects of the ACA exchanges on consumer welfare, in particular on price, early results combined with the MHC’s long-term success suggest that sustainable consumer protection advances are possible.

To be sure, decisionmaking challenges still exist in the ACA health exchanges. One study found that even highly educated participants had difficulty matching plans to their preferences in the ACA marketplaces.\textsuperscript{191} The amount of information was overwhelming, and key terms were not adequately explained.\textsuperscript{192} This context likely still makes it possible for sophisticated private insurance companies to influence enrollees’ decisions within the allowable parameters of the exchange. But despite these caveats and the limited empirical evidence, the health-insurance exchanges illustrate how public digital marketplaces can structurally reduce many of the factors that contribute to suboptimal consumer choices.

\textit{2. Resource-Allocation Effectiveness.} Another important metric for public marketplaces is public managers’ ability to appropriately allocate resources. If intermediaries advance consumer
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decisionmaking through excessive tax expenditures, the benefits would be illusory. Alternatively, inadequate funding could limit intermediaries’ success.

The federal exchange systems cost over $400 million to build, with further investments needed for state sites.\textsuperscript{193} Though massive, these start-up costs are consistent with the investments made in large-scale intermediary start-ups, which can run in the billions.\textsuperscript{194} Moreover, the exchanges are self-funding off a percentage of sales,\textsuperscript{195} which means that they will need to prove themselves continually in the market by attracting and retaining customers. This business model provides some confidence that ongoing operations will not involve excessive annual tax expenditures.

More importantly, public exchanges appear to serve the previously uninsured more cost-effectively than do private distribution channels. The Massachusetts predecessor exchange operated on an administrative budget of 3 percent of total premiums. The ACA reports a similar level of annual expenditures. This is significantly lower than conventional private sector channels’ operation costs of 5 to 20 percent of premiums.\textsuperscript{196}

Despite managing costs well, the exchanges raise concerns about ongoing allocation of adequate resources because they are vulnerable to the political process. In the private sector, those in control of a company—the board and its executives—have strong incentives to maintain or strengthen operations. The equivalent leaders of health exchanges—elected officials—are less unified. This creates two main problems: operating constraints and funding discontinuity.

Politics likely constrained the exchanges’ rollout and design. To avoid hurting their campaigns, Democrats put off proposing necessary rules until after elections. Republicans in Congress delayed funds.\textsuperscript{197} Both of these moves decreased the likelihood that the exchanges would be fully functional by the launch date. Further rollout problems resulted from Republican-controlled state legislatures passing laws creating barriers to implementation of the federal Democrat-driven
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ACA. For example, nineteen states passed laws allowing only licensed navigators to supply information about the ACA exchanges. This curtailed outreach by preventing community health centers and others from informing consumers. Public digital intermediaries, like private ones, can increase inefficiencies due to protectionist laws.

Sustainability threats likely result from the political wrangling between states and the federal government. For instance, the need to build consensus may explain the allowance of state-run exchanges when a single federal model would be more efficient. Indeed, the political process is built into the exchanges’ ongoing operations because agency directors are accountable to elected politicians. If the exchanges need to make strategic moves that stray from the exchanges’ statutory mandate, this could introduce delays that prevent appropriately responding to market demands. The legislative process can delay action for weeks or months, while markets and businesses can shift drastically on a daily, if not hourly, basis.

The political process also creates discontinuity. Kentucky’s new health-insurance exchange, kynect, has been touted as an ACA model because it slashed the state’s number of uninsured in half. Nonetheless, in 2016, the state’s new governor began dismantling it
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after running on a campaign slogan of ending Obamacare. The exchanges were self-funding at that point, and $136 million had gone into setting them up. Moreover, it cost an estimated $23 million to take the site down. In a state in which the ACA was politically unpopular, however, the shutdown made political sense.

Overall, the health-insurance exchanges raise some concerns about digital marketplaces offering sustained solutions. It is possible an excessive focus on consumers has failed to produce a marketplace in which businesses will continue to participate. To the extent intermediaries must rely on slow-moving legislatures to adapt and continue operations, they are disadvantaged compared to private sector intermediaries capable of adjusting to rapid market shifts and accessing reliable funding sources. At the same time, the health-insurance exchanges have increased access to health insurance, reduced consumer protection concerns, and possibly lowered prices for consumers. They may have done so at reasonable costs. The long-term equilibrium market effects of the exchanges remain unknown. Yet initial results indicate that, with substantial investments, public digital marketplaces have the potential to advance consumer welfare in ways that—at least in some markets—private marketplaces do not.

B. Mortgage Rate Checker

Businesses and governmental entities offer digital tools to help home buyers select mortgages. These tools are in some ways competing to attract users. During the 2016 Super Bowl, the nation’s third-largest mortgage lender, Quicken, announced a new “Rocket Mortgage” tool that lets consumers find home loans by pressing a button on their phone. Within minutes, the CFPB had tweeted its rebuke, encouraging consumers to “know” before they “owe.” This tweet presumably referred to its suite of “know before you owe” mortgage tools, including a Rate Checker tool that the CFPB rolled out in 2015. The tool provides tailored interest rates based on actual
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mortgages offered to consumers across the country. Unlike the ACA exchanges, which are marketplaces, the CFPB mortgage tool is an informer.

1. **Consumer Decisionmaking.** One of the CFPB site’s primary goals is to encourage home buyers to shop for loans just as they shop for homes. Nearly half of home buyers go with the first mortgage quote they get. To change this, the Rate Checker gives consumers a range of actual mortgage interest rates that similar borrowers obtained nearby. After entering data such as credit score, location, loan amount, and loan duration, consumers learn how much they would save on interest over the first five years of the loan if they obtain the lowest comparable rate.

The CFPB’s early results demonstrate some major challenges for public informers. Only a tiny fraction of borrowers—well under 5 percent—uses the tool. Such limited market adoption makes it less likely a tool will have much of an impact on consumer welfare. A larger problem is that the Rate Checker offers uncertain value even for those who use it. The tool provides interest rates as its output. It does not, however, calculate the APR, which includes closing costs, mortgage insurance, and miscellaneous fixed-dollar fees. Other private sector mortgage tools, including informers, analyze some of
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these fees in addition to the interest rate. It is thus possible that consumers would get a more comprehensive basis for mortgage comparison from other online tools. Because one of the main policy goals in deploying digital intermediaries is to aid people to make optimal decisions in the face of complexity, incomplete advice is a major flaw.

Additionally, omitting these fees may enable lenders to shift more of the price paid to less salient aspects of the loan. If borrowers use the interest rate as the basis for comparison because of the CFPB tool, then a lender could lure such borrowers in by lowering the interest rate and raising the cost of more hidden fees that consumers are less able to compare. This shifting of fees is precisely the type of shrouded attribute that behavioral economics regulations, which informed the CFPB’s creation, aim to diminish. The Federal Truth in Lending Act, for example, requires that lenders disclose the APR prominently in their mortgage offers, and the CFPB is the primary federal enforcer of that law. Thus, the CFPB’s inclusion of only the interest rate is inconsistent with a primary aim of the disclosure rules it enforces on private actors.

Another challenge is that the CFPB’s Rate Checker provides a more cautious perspective on the price of the loan than alternate private digital intermediaries. For example, an interest rate calculator offered by the “Mortgage Professor,” of the University of Pennsylvania’s Wharton School, provides a “shopping price.” This is a single price that the borrower can ask the lender to match or beat. In contrast, the CFPB offers a range of interest rates obtained by similarly situated borrowers. Offering a range insulates the agency from charges that it is setting a particular price. The range also lessens the illusion of precision. However, it makes it more difficult for the borrower to know how to use that information. Should the borrower
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ask for the lowest rate in the range provided by the CFPB? The average of that range? The answer is unclear.

Theoretically, it is possible that knowledge of the low-end rate would drive consumers to bargain harder. However, the CFPB has so far produced no such evidence. Instead, media and industry groups have found that the CFPB’s tool produced higher interest rates than those suggested through other sources.221 If this is systematically true, the tool would risk influencing consumers to settle for higher interest rates than they should. Although the tool would not intentionally lead consumers astray, as promoters might, it could have the same ultimate impact on consumer welfare.

More broadly, this industry criticism raises concerns about the accuracy and utility of the Rate Checker’s data. For its mortgage calculator, the CFPB purchases interest rate data from the private sector—the same data that any private actor could purchase. As a result, it is likely that for-profit mortgage calculators have informational advantages because they purchase or collect other data sources that the CFPB does not.

2. Resource-Allocation Effectiveness. Running an effective public digital informer that can compete with private informers in the mortgage industry likely requires more resources than the CFPB has allocated. These resource imbalances may explain the Rate Checker’s minimal usage by consumers and possibly its questionable design. The CFPB’s total budget for providing the public with digital tools and databases is about $9 million.222 Yet the Rate Checker is one of many digital projects, including databases for consumer complaints, credit card agreements, financial regulations, and college tuition payments.223 Any one initiative such as the mortgage toolkit would be hard-pressed to have even a million dollars put toward it annually. Private sector digital informers’ budgets can run in the tens of millions or hundreds of millions of dollars.224

Moreover, the CFPB Rate Checker must compete not only with private intermediaries but also with the third-party sellers offering
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online tools. For example, the nation’s third-largest mortgage lender, Quicken Loans, is putting $100 million into advertising alone for its Rocket Mortgage online tool.225 In contrast, the CFPB has no advertising budget for its Rate Checker.226 This resource disparity played out in the 2016 Super Bowl. In Quicken Loan’s $5 million ad, it explained that Rocket Mortgage aims to do for mortgages what “the Internet did for buying music and plane tickets and shoes . . . press a button, buy a mortgage.”227 The CFPB’s response tweet to its 54,000 Twitter followers228 and any publicity from media and grass-roots organizations are not inconsequential. Still, those outlets fall short of the Super Bowl’s 112 million viewers.229

From a technological and design perspective, 450 Quicken employees spent five years developing Rocket Mortgage.230 Only six people worked on the CFPB’s Rate Checker for about a year.231 Furthermore, the CFPB must also compete directly with financial institutions far better resourced than Quicken Loans. The nation’s largest banks—JPMorgan Chase and Wells Fargo, each with annual incomes of over $20 billion232—offer mortgage calculators that could substitute for the CFPB’s Rate Checker.233

Overall, the CFPB’s mortgage tool demonstrates fundamental challenges with public digital intermediaries. If a private digital informer has too few consumers using it or is ineffective at offering consumers what they want, it must adapt or close. Many for-profit
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companies have set up online financial advisors but failed. For example, despite favorable press coverage, the website MoneyAisle folded.\textsuperscript{234} By contrast, an unused or ineffective public mortgage rate checker has less incentive to adapt or close. In the face of industry criticism of its effectiveness and calls to take the Rate Checker down in early 2015, the CFPB replied that it would update the tool as part of an “overall upgrade” later in the year.\textsuperscript{235} It is difficult to know what that update entailed or whether it happened, but the tool has not responded to the main critiques.\textsuperscript{236} Nor has the agency released data about the number of its users or how much the Rate Checker benefits consumers.

C. Summary of Public Digital Intermediary Limits

Public digital intermediaries have the advantage of being able to operate more neutrally with respect to consumers’ interests. This tendency toward neutrality may come at the expense of performance. Public informers have limited resources and are confined to whatever outcome assessments the agency running them chooses, which may be nothing. These limitations are especially troublesome given that public informers compete with well-funded private alternatives that continually run statistical self-assessments\textsuperscript{237} and can go bankrupt if they perform poorly. Public marketplaces such as the health-insurance exchanges solve some of these accountability and resource problems if they operate off a percentage of sales. However, they require large up-front financial and legislative support and are subject to the whims of the political process. Additionally, industry influence over agencies could subtly over time make their advice less helpful to consumers.\textsuperscript{238} The specter of capture is particularly concerning given the opaque nature of algorithms and the potential for people to place even greater trust in government tools due to the assumption of neutrality.

These benefits and drawbacks present difficult choices. Consumers seeking digital advice may face a choice between a more trustworthy but limited public informer and an insightful but manipulative private informer. Alternatively, they would need to foot
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a greater tax bill for a more sophisticated public digital intermediary that opponents could ultimately neutralize.

IV. EFFECTIVE DIGITAL REGULATORS

The shortcomings of digital intermediaries in their current manifestations raise the question of what reforms would be needed for these tools to be more likely to advance society’s interests. For policymakers to have confidence that private digital intermediaries are effectively regulating markets, agencies would need to vigorously pursue mandated disclosures, antitrust, and consumer protections. Effective publicly run digital intermediaries would require well-funded, capture-resistant agencies committed to performance metrics and perhaps pushing the bounds of allowable governmental data collection. These analyses do not serve as proposals. Rather, they aim to provide a more realistic perspective on what is required to accomplish reformers’ typical goals for digital regulators.

A. Effective Private Digital Regulators

1. Holistic Mandated Disclosures. Providing digital intermediaries with the information they need to help consumers optimize decisions would require extensive government involvement. Determining precisely what information to target is no small task. For many markets, information on both the product and its consumer-specific usage would be valuable. Requiring the release of person-specific data, even with a consumer’s approval, raises privacy issues that would need to be considered as part of a holistic disclosure regime. More broadly, given how artificial intelligence functions, identifying valuable data may be possible only after machines have analyzed big data sets. One solution to this would be to require sweeping data disclosures, but this could be burdensome. Alternatively, regulators could attempt to determine precisely what data should be released. To do this, regulators would need to run sophisticated big-data analyses on their own or understand firms’ internal analyses.

Additionally, sellers will seek to undermine digital disclosures just as they have with traditional disclosure mandates. Likely strategies
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include delaying the disclosures long enough to disadvantage intermediaries in fast-moving markets. Or businesses could change their internal operations so that similar data targeted by previous disclosures is no longer covered. Overcoming such business resistance would mean ongoing regulatory involvement.

From a government-resource perspective, digital disclosures have the benefit of making intermediaries, rather than regulators, carry the burden of analyzing how to use the data to advance consumer decisionmaking. Regardless, in the cost-benefit analysis, it is important to recognize that mandated digital disclosures involve significant investment by both regulators and businesses.242

2. Competition Policy. Competition policy is essential for digital intermediaries to advance policy goals. Authorities would first need to ensure protectionist laws do not prevent digital intermediaries from fully functioning. Then, once digital intermediaries were established, authorities would need to guard against intermediaries engaging in anticompetitive practices.

Copyright law, the Computer Fraud and Abuse Act, restrictive license statutes, and other laws hinder digital intermediaries’ ability to serve consumers.243 Possible legislative responses include amending each area of law to create exceptions or passing a new law explicitly exempting digital intermediaries from restrictions. In some cases, agencies might act: other countries’ regulators have issued rules preventing banks from refusing to provide consumers’ information to third parties when the consumer has given consent.244 Alternatively, antitrust suits could work. The Department of Justice (DOJ) has successfully prosecuted such cases against real estate commissions that used their state-granted licensing authority to ban brokers from competing on commission prices.245 The DOJ and FTC have also recognized that real estate brokers’ efforts to hinder access to multiple listing-service databases may violate antitrust law.246
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Once established, digital intermediaries raise concerns about collusion. Mandating the disclosure of price information can facilitate collusion among sellers if competitors use that information to coordinate prices. Disclosure-driven collusion is less likely in the consumer context than in business-to-business contexts in which such pricing data is less readily available. Nonetheless, attentiveness to this issue, and readiness to prosecute any collusion, should be part of a digital-disclosure regime. The possibility of algorithm-driven price-fixing through the interplay between the algorithms used by intermediaries and sellers is more complicated. Even if the effect is collusive pricing above the competitive level, the lack of human intent may mean antitrust law does not cover such activity.

A larger competition problem is how to handle digital intermediaries with commanding market positions. Scholars have argued that “if network effects entrench a dominant arrangement and a more efficient alternative appears viable, regulators may have a role to play in facilitating movement to the more efficient alternative.” Outside of the United States, competition authorities have heightened antitrust scrutiny of dominant platforms. Attention from European competition authorities caused Amazon to withdraw its price-parity clause from contracts in Europe. U.K. competition regulators issued a rule “ban[ning] agreements between price comparison websites . . . and insurers which stop insurers from making their
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products available more cheaply on other online platforms.252 In the United States, digital intermediaries’ price-restraint clauses have escaped regulatory objections.253

Some precedent for more antitrust activity can be found in analogous industries. The DOJ has brought multi-billion-dollar antitrust lawsuits against credit card issuers such as Visa and MasterCard for price restraints.254 These credit card cases involve similar economic analyses of two-sided network markets as would apply to digital intermediaries.255 Still, U.S. antitrust law has yet to adapt to new issues presented by digital services.256 Effective digital regulators thus may require reform not only to antitrust laws but also to the agencies, such as the FTC, that enforce them.257

3. Consumer Protection. More consumer protection would be needed to ensure that digital intermediaries—especially promoters—do not exploit consumers. Federal laws protect individuals served by human intermediaries, such as financial advisers, mortgage brokers, stock traders, and accountants.258 Fiduciary laws have even—in limited contexts—protected those receiving guidance from other nondigital
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intermediaries, such as travel agents. In contrast, little has been done to regulate digital intermediaries’ unfair or deceptive conduct.

The agency that has most actively regulated such conduct, the Department of Transportation (DOT), oversees one of the most advanced digital intermediary industries. The DOT recently issued a rule requiring online travel websites, such as Kayak, Expedia, and Travelocity, to disclose bias in price-search results.

The main consumer protection agencies—the FTC and CFPB—have made it clear that intermediaries’ practices are within their regulatory authority. In 2015, the CFPB took steps toward regulating intermediaries when it began looking into Bankrate’s online mortgage-comparison tool. The FTC has also investigated Yelp to see if it was prioritizing recommendations in accordance with advertisement dollars. These actions were presumably taken under the agencies’ authority to regulate unfair and deceptive acts and practices.

Although the CFPB and FTC have issued no rules targeted at digital intermediaries, the FTC has sent letters to search engines warning them to make it clear when results are influenced by advertisements. Yet the FTC’s efforts to influence online entities’ behavior through voluntary compliance have not always proved successful. This piecemeal approach leaves many questions unanswered. It is unclear, for example, whether intermediaries’ most subtle nudges—those buried in the algorithms or website design—are on regulators’ radars.
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Nor is there any sign that digital intermediaries will be required to disclose commissions anytime soon. TrueCar, which compares local automobile prices online, was recently hit with private lawsuits for not disclosing to consumers fees of $299 to $399 per automobile that it charged to dealers.266 However, it was the automobile dealers who brought the lawsuits, not consumers. Overall, a range of practices that move digital intermediaries further from neutrals and more toward promoters are unregulated.267

B. Effective Public Digital Regulators

The keys to maximizing the chance of any public digital intermediary succeeding are straightforward: adequate funding, anticapture mechanisms, performance metrics, and fully exercising information-collection powers. One of the main reasons to consider the public option is the possibility of having neutrals rather than only promoters available to consumers. The expected value of a public digital intermediary’s neutrality must be discounted for the risk of agency capture. Scholars have developed a range of institutional design features, such as independent funding, that make an agency more resistant to capture.268 It is also possible to imagine external oversight mechanisms through OIRA or other governmental entities.269

Adequate funding and performance metrics are also crucial. For public marketplaces, these issues are largely resolved by markets. Public marketplaces can take a percentage of each transaction and the market will hold them somewhat accountable, provided private marketplaces are also allowed.270 Independent of what one thinks about the ACA overall, the exchanges (and their state predecessors) show that government-run marketplaces can facilitate transactions with appropriate start-up investment and supporting legislation.271

For agencies to operate public informers, they would need to divert considerable funding from other activities or seek new
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congressional funding. With public informers it also becomes far more important to develop rigorous performance metrics, such as measuring the number and type of decisions influenced. Such metrics would require more organizational transformation than may be readily apparent: a recent bipartisan estimate concluded that “less than $1 out of every $100 of government spending is backed by even the most basic evidence that the money is being spent wisely.”

It is worth mentioning an alternative path for creating powerful public informers. One of the main determinants of whether informers can help consumers make optimal decisions is the quality of data analyzed. Many regulators have far-reaching information-collection authority that businesses do not. For example, the CFPB conducts regulatory examinations of financial institutions during which it routinely collects nonpublic data about sales, products, and other internal operations. If the CFPB’s Rate Checker were to run sophisticated analyses of such data, it could offer unparalleled advice.

However, this approach would have downsides. It would likely provoke industry backlash and legal challenges because such data is traditionally used only for assessing compliance with the law. Supervisory data cannot, for example, be obtained through FOIA requests. Also, the costs to businesses of such information collection could be high, although these costs could be minimized if the agency only uses data it already collects. Finally, the prospect of government agencies amassing and using big data to influence widespread decisions rings of a dystopian novel. At the same time, the administrative state already has troves of data that it uses in secretive ways. Making those uses explicit for digital intermediaries and in service of clear policy goals could improve consumer welfare and governmental transparency.

Thus, creating effective public digital informers involves spending many millions of dollars on technology, reorganizing agencies to resist capture, or exercising intrusive information-collection powers. Public digital intermediaries, particularly marketplaces, may still be worth considering as an alternative to the heavy regulation—including mandated disclosures, consumer protection regulation, and antitrust enforcement—required to make private digital intermediaries
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effective. Regardless, the larger point is that whether the public or private option is chosen, it is crucial to make this decision with a full understanding of what each path involves. Effectively regulating through digital intermediaries is a more complex and extensive undertaking than policy discussions explicitly acknowledge.

V. ACCOUNTABLE DIGITAL REGULATORS

The previous Parts focused on the substantive legal changes that would set digital intermediaries up to regulate markets effectively. This Part turns to procedural accountability, in its broader sense of “checks on decision making.” Although administrative law, privatization, and internet governance scholarship do not directly analyze the subject of this Article, they provide foundations for exploring two central questions. First, when adopting regulatory strategies that rely on private digital intermediaries, what additional responsibility should administrative agencies have for the market consequences? Second, when administrative agencies seek to run their own digital intermediaries, what external constraints are appropriate?

Given agencies’ great discretion in policymaking, this Part focuses on what accountability should be rather than what accountability the law currently imposes. Nonetheless, the discussion could gain judicial relevance following the D.C. Circuit’s skepticism of unenumerated agency authority in a recent case, PHH Corp. v. Consumer Financial Protection Bureau. Regardless, the main goal below is to highlight accountability and legitimacy questions worthy of further research by experts in the relevant fields. These inquiries will become more
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important for policymakers as digital intermediaries’ regulatory roles expand.

A. Accountable Private Digital Regulators

A vast literature has probed the appropriate level of accountability for increasingly blurred lines between public and private actors. Linking private digital intermediaries to this scholarship touches on two related questions. First, to what extent are private digital intermediaries playing a public role? Second, how should we think about the governmental involvement in generating that private power?

First, scholars have shown how companies can serve a “public regulatory function” through their contracts.278 For-profit insurers, for example, cause those they insure to engage in safer behavior by offering lower premiums to those who go to the gym regularly or equip their cars with speed-monitoring devices. In this role, insurers arguably “perform some rulemaking and adjudication, thereby replacing or complementing government regulation.”279 Walmart requires suppliers to comply with environmental standards above those required by law.280 Digital intermediaries also arguably perform a public regulatory function. In particular, they police problematic business practices. FinTech digital assistants can now alert consumers when their credit card issuers raise rates, and they can suggest alternative issuers.281 This service—making consumer-finance fees more salient to consumers—is a task that Congress has taken on in recent years through legislation such as the CARD Act282 and is one of the major roles of the CFPB. A prominent article on this topic notes that, in deciding whether “to intervene, either to regulate contract terms or to require information disclosure . . . the normative question should be whether the existence of imperfect information has produced noncompetitive prices and terms.”283 Price-comparison websites can address such imperfect
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information, which is why their presence has prompted calls for deregulation. 284

The mere fact that a private company performs a public function does not answer the question of appropriate accountability. Walmart is not heavily regulated despite some arguably public functions. Countless private third-party actors, including magazines such as Consumer Reports, help consumers sift through market information without governmental oversight.

If digital intermediaries are viewed as playing a public role because of how they police businesses, the scope of their market influence is relevant. Commentators have debated whether internet service companies like Google should be treated as public utilities or common carriers. 285 A closer commercial reference point for digital marketplaces is the NYSE. The NYSE is a private entity but the SEC oversees its rules and structure. 286 Influential congressional testimony for the legislation that ended the NYSE’s autonomy acknowledged that the exchange likely “has to be something of a monopoly. But after all it is essentially a public institution.” 287 Among the Supreme Court’s articulated concerns in moving to a regulatory model were “manipulative or deceptive practices.” 288

A small number of digital intermediaries have become “super-nodes” providing access to important sectors of the economy. 289 With this position comes the capacity for manipulation and deception. 290 Digital marketplaces write the rules governing an ever-larger portion of commercial transactions. They even adjudicate disputes in ways analogous to courthouses, with eBay alone resolving over 60 million disputes each year between buyers and sellers. 291
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There are valid reasons to distinguish stock exchanges as needing greater regulation than digital intermediaries.\(^{292}\) Still, the NYSE illustrates how at some point a private digital marketplace might merit greater public involvement due to its centrality to commercial markets. Such public involvement may be appropriate even if that marketplace position has characteristics of a natural monopoly, as the NYSE arguably did.\(^{293}\)

Second, it is worth inquiring into the steps taken by government actors to promote private digital intermediaries’ power. Some administrative law scholars have called for a broadening of the concept of delegation of agency authority. The idea is that when agencies rely on private entities to exercise regulatory discretion—such as telling banks to determine internally how to safeguard consumer information—the agency is delegating its authority in a manner analogous to Congress delegating its regulatory authority to administrative agencies. Consequently, agencies should apply “an accountability paradigm” to private actors asked to regulate for public ends.\(^{294}\)

Delegation is less relevant to private digital intermediaries because, when agencies release digital data or mandate data disclosures, no public actor is explicitly instructing a private entity to undertake any particular activity. Agencies simply make machine-readable data available. To the extent private digital intermediaries regulate, they do so voluntarily.\(^{295}\)

Still, the digital intermediary may not otherwise exist—or might be less powerful—without an agency’s action.\(^{296}\) A governmental decision about mandating machine-readable disclosures may
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determine whether a monopolistic, manipulative digital intermediary serves as gatekeeper for an industry. The machine-readable disclosure is arguably made with the purpose of enabling a private entity to play a public function. The fact that an agency gave no instructions on how to use the disclosed data should not serve as an accountability shield. To the contrary, the assumption that minimal involvement suffices is part of the problem. Regardless of existing doctrinal boxes, unchecked agency reliance on potentially manipulative and deceptive machines serving as market gatekeepers at some point is in tension with an accountable administrative state.

B. Accountable Public Digital Regulators

When administrative agencies operate digital intermediaries, it is worth examining under what authority such action is taken and what constraints are appropriate. Some agencies offer these tools online without any public input beforehand or any public oversight afterwards, as the CFPB did with its mortgage calculator. Others, such as the USDA, have solicited public comments in the initial phase.

One explanation for some agencies’ lack of procedural constraints may be that public digital intermediaries fall under agencies’ communications or public education mandates. Most but not all agencies can publish information without any prior constraints. Some interactive agency websites do little more than provide easier access to and organization of information. Entering a company’s name in the simple search engine on an agency complaint database, for example, is only making it easier and quicker for a citizen to find what could be published in print.

For three reasons, justifying digital tools through an agency’s communication powers may fall short. First, some static information put out by administrative agencies is held to a higher accountability standard. The USDA solicits public input before publishing guidelines,

297. For example, the CFPB’s authority for its suite of online tools may be the statutory requirement that it establish an office of Financial Education “responsible for developing and implementing initiatives intended to educate and empower consumers to make better informed financial decisions.” See Dodd-Frank Wall Street Reform and Consumer Protection Act § 1013(d)(1), Pub. L. No. 111-203, 124 Stat. 1376, 1970 (2010) (codified as amended at 12 U.S.C. § 5493(d)(1)).


299. See Barkow, supra note 238, at 46–47.
which have significant implications for food markets. Digital intermediaries also can influence a large number of decisions, especially because their interactive nature allows agencies to give personalized advice. If passive information with the potential to influence a large number of market decisions can prompt public constraints, interactive digital tools presumably should sometimes as well.

Second, it may matter that digital intermediaries' influence can happen in a more hidden manner. To be sure, even print communications can influence people in subtle ways. On the other hand, the only reason the public knows that Facebook can influence voting is that the company released results from its internal study. Scholars or public interest groups have all they need to analyze data relevant to passive information published on agencies' websites or in pamphlets. They do not have easy access to public digital intermediaries’ algorithms or usage data. This means it is difficult for external groups to understand how those tools might influence people. This opacity raises the stakes of agency capture, as it would be difficult to determine how the digital intermediary may advance industry interests.

Third, some public online tools may constrain behavior in ways analogous to legal rules. Regulations can occur by changing “a physical or digital environment to make undesirable conduct difficult.” If the CFPB wanted to mandate that credit card companies divulge new information on consumers' monthly bills, it would first provide public notice and the opportunity for comments before issuing any such rule. Agencies’ writing of digital intermediaries’ computer code is not close enough to agency rulemaking to classify it as such. However, one implication of this architecture-as-law scholarship is that if an agency such as the CFPB were to build a web portal that required the same thing of credit card companies as a rule—such as divulging of specific information or otherwise making “undesirable conduct difficult”—such activity is arguably a form of regulation. The conversation about procedural constraints should unfold accordingly.

302. See Calo, supra note 6, at 773; LESSIG, supra note 31.
In designing procedural constraints, it would be important to consider not only a tool’s launch but also ongoing operations. Law and technology scholars’ calls for transparency of the algorithms of large digital platforms such as Facebook and Google may be appropriate for governmental commercial algorithms. Contract law scholars’ proposals that companies disclose usage information may also prove suitable. Though aimed at private companies, if applied to public digital intermediaries these ideas would further the administrative law goal of “democratic enforcement.” Transparency and disclosures for public digital intermediaries would enable external observers to assess the impact of agencies’ tools and spotlight any captured influence or poor performance.

Ongoing accountability mechanisms may be all the more important under a digital regulatory regime. Congress expects high-level agency officials to “have effective control over the bureaucracies that they manage.” Digital intermediaries are becoming part of that bureaucracy. Scholars are predicting “self-driving laws” that use artificial intelligence to update automatically. Crucially, agencies’ digital intermediaries are competing with those in industry. To keep up, agencies will need to develop increasingly sophisticated and automated tools. Wall Street engineers who write robo-trading algorithms learned through near catastrophes such as the 2008 financial crisis and the “flash crash” of 2010 that it is difficult, if not impossible, to know precisely what will happen once advanced computer code intersects with the real world. Agencies will need mechanisms to supervise these rapid upgrades and their inevitably unpredictable interaction with complex markets.

---

304. See generally PASQUALE, supra note 133 (broadly calling for greater transparency of companies’ “black box” algorithms).
305. See Bar-Gill, supra note 47, at 82.
309. See supra Part III.B.
The bigger implication is that there is work to be done in determining when public digital intermediaries cross the line from simple information sharing to something more involved. As the digital tool asks for more information from the user, analyzes with greater algorithmic sophistication, and shapes more online behavior, accountability becomes more essential. Distinctions are already drawn among the types of public digital intermediaries. Marketplaces like the ACA are mentioned in statutes. This implies public digital marketplaces merit more procedural constraints than informers. As public intermediaries proliferate, more attention is needed to developing these distinctions and making them explicit.

VI. A HOLISTIC LAW OF INTERMEDIARIES

Digital regulators’ shortcomings call for at least a shift to more realistic policymaking. A larger question is whether and how to pursue broad reform. Despite downsides, a uniform lawmaking initiative offers the chance to (1) produce rules and guidelines relevant to diverse institutions—agencies, legislatures, and courts at both the state and federal level; (2) design an interdependent set of laws; and (3) leverage interdisciplinary expertise. Also, because digital intermediaries evolve fast, an agency with an expanded technology mandate should be part of any comprehensive reform.

The law of digital intermediaries today is analogous to mid-1900s commercial law. UCC drafter Grant Gilmore described pre-UCC law “as closely resembling that obscure wood in which Dante discovered the gates of hell.” In the early 1900s, with the increasing mechanization of transportation, trade increasingly crossed state borders. Novel trade arrangements also resulted from new technologies of mass production. Not only did the law fail to keep up with these changes, but it also presented a perplexing lack of uniformity. A sales transaction might have been governed by any

311. For a discussion of the ACA exchanges, see supra Part III.A.
314. See Gilmore, supra note 37, at 1341–46.
315. See, e.g., id.
316. See, e.g., id.
number of state or federal acts, most of which were out of touch with practices in the marketplace.\textsuperscript{317}

Although the UCC modernized and standardized commercial rules, a patchwork of outdated state and federal laws now govern digital intermediaries.\textsuperscript{318} In recent years, sellers have tried to rein in price-comparison sites by raising state and federal claims of false advertising, unfair competition, and deceptive acts.\textsuperscript{319} Other battles feature “non-disparagement clauses” seeking to prevent consumers from leaving negative reviews online, reports of which surfaced as far back as 2009.\textsuperscript{320} When given the chance, judges have penalized individual businesses hundreds of thousands of dollars for using these “gag clauses.”\textsuperscript{321} In 2014, state statutes also began outlawing the practice.\textsuperscript{322} In the seven years before Congress banned these clauses in 2016, incalculable costs were incurred by courts, legislatures, businesses, consumers, and markets.

A centralized process would also prevent duplicative efforts across agencies. In 2016, the DOT adopted a rule stating, “Online travel sites that display and sell airline tickets are prohibited from biasing on behalf of certain airlines how they present available flights for purchase without disclosing this bias.”\textsuperscript{323} To reach this point, the DOT undertook a resource-intensive economic analysis and rulemaking process.\textsuperscript{324} Yet undisclosed bias is not a problem specific to

\begin{itemize}
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the travel industry.325 The CFPB, the FTC, and every agency involved with search algorithms may now need to repeat the DOT’s resource-intensive process to address the same problem.326

Granted, not all markets should have the same rules. Default rules may often be more appropriate. An amended APA might require any administrative agency operating a digital intermediary to solicit public input during the computer-coding phase and make the underlying algorithms open-source. If Congress believes that an existing agency should be exempt from such a requirement, perhaps to prevent strategic behavior by banks, it could make such an exception. A federal law against undisclosed bias might serve as a default that the agency overseeing a given market could alter.

Further complications arise from some agencies’ circumscribed authority even in the markets they regulate. For the CFPB to determine how much machine-readable mandated disclosures will benefit borrowers, it will need to know whether those disclosures will empower a digital intermediary to exercise monopoly power.327 The CFPB does not, however, enforce antitrust laws. That authority at the federal level largely rests with the FTC and the DOJ.328 Businesses have also brought antitrust suits against digital intermediaries.329

As daunting of a task as addressing these interconnected issues may seem, a wealth of scholarship aimed at related issues already provides foundations.330 Law and technology scholars have argued for an “information fiduciary” standard that would require online service companies not to put their own interests above those of their users.331 That standard is particularly relevant for those digital tools that have become many people’s trusted advisers.332 Computer scientists have developed encryption methods for analyzing algorithms without

325. See supra Part II.B.2.
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revealing trade secrets. \footnote{333. See Cade Metz, 7,500 Faceless Coders Paid in Bitcoin Built a Hedge Fund’s Brain, WIRED (Dec. 12, 2016, 7:00 AM), https://www.wired.com/2016/12/7500-faceless-coders-paid-bitcoin-built-hedge-funds-brain [https://perma.cc/8R7V-KZRE].} Such techniques could help monitor problematic activity such as racially disparate treatment. \footnote{334. See generally Chander, supra note 133 (arguing that algorithms may reduce invidious discrimination as compared to human decisionmakers).}

Isolated scholarly proposals, judicial decisions, and agency rules have begun to create pieces of a governance framework, but that work has yet to be brought together to draft a comprehensive blueprint. In the early 1900s it would have been impractical and inefficient for each state to undertake the duplicative process of creating a commercial code or for that effort to be repeated for each industry. Today it would be even more impractical, inefficient, and duplicative for various agencies, state legislatures, and courts to gather interdisciplinary experts to reinvent a complete set of rules governing digital intermediaries. An interdisciplinary group of economists, lawyers, psychologists, computer scientists, and others would be better architects for an integrated system of rules, and more equipped to think through difficult questions about whether private, public, or hybrid models would work best.

Even with a holistic legal framework in place, a final institutional challenge is how to continually update that new framework with fast-changing digital markets. Courts should continue to play a meaningful role, particularly to balance out capture risks. \footnote{335. See Arti K. Rai, Engaging Facts and Policy: A Multi-Institutional Approach to Patent System Reform, 103 COLUM. L. REV. 1035, 1066 (2003).} Still, as consumer protection, law and economics, and law and technology scholars have argued in analogous contexts, focused agencies offer the benefits of institutional expertise and faster ex ante, rather than ex post, rulemaking. \footnote{336. The judicial process faces institutional limits on convening necessary expertise, responding quickly and comprehensively across diverse geographic markets, and taking a broad systems lens to interdisciplinary laws that may not be raised in any given case. See Bar-Gill & Warren, supra note 42, at 70, 98–99 (calling for a federal agency focused on consumer finance in part because of the institutional advantages, including expertise and ex ante rulemaking, of agencies over courts in regulating consumer financial markets); Ryan Calo, Why We Need a Federal Agency on Robotics, Sci. Am. (Dec. 1, 2014), https://www.scientificamerican.com/article/why-we-need-a-federal-agency-on-robotics [https://perma.cc/QZD4-YRAE] (citing a lack of robotics expertise as a reason for creating a federal robotics agency). But see Viva R. Moffat, Regulating Search, 22 HARV. J.L. & TECH. 475–78 (2009) (suggesting that federal courts, not agencies, should regulate search engines).} Agencies are thus preferable to courts or legislatures. But coordinating scattered authority across the FCC, DOT, CFPB,
FTC, and others would prove challenging. Moreover, the problems created by data-driven consumer products range far, including the threat of fake news to the democratic process and life-or-death decisions made by driverless cars. Expanding the regulatory mandate of an existing agency, most practically the FTC, would improve the institutional landscape. For a broader solution, ideas such as a Federal Search Commission and Federal Robotics Agency could be combined into a technology meta-agency that provides oversight, rulemaking, and technical updates for an inevitably digital administrative state.

CONCLUSION

The current regulatory paradigm increasingly depends on using online agents to pursue offline goals. This approach routinely assumes that digital intermediaries offer a powerful and light-touch regulatory option. In reality, they often lack the information they need to help consumers make optimal choices. If they obtain that information, private versions may inefficiently exploit consumers and constrain choice. Public versions are susceptible to political turbulence and capture. Traditional administrative law accountability mechanisms provide little clarity.

Comprehensively addressing these weaknesses would require massive government supervision, agency restructuring, or sweeping legislation. This imperfect set of options does not necessarily bury digital intermediaries. The alternatives also have shortcomings. Rules prohibiting seller behavior may limit product innovation and growth. The stakes for ignoring intermediaries can also be high. In the decades leading up to the 2008 financial crisis, lenders paid brokers to steer home buyers toward costlier loans. Policymakers embrace today’s algorithms as market guardians, rather than recognizing them as possible digital reincarnations of yesterday’s market predators. Among

337. Indeed, the FTC has joint authority with the DOT over online travel agents. See James C. Cooper, The Costs of Regulatory Redundancy: Consumer Protection Oversight of Online Travel Agents and the Advantages of Sole FTC Jurisdiction, 17 N.C. J.L. & TECH. 179, 181 (2015). Thus, the FTC presumably could have written an undisclosed-bias rule covering diverse industries it regulates instead of the DOT undertaking that process solely for one industry. See U.S. Dep’t of Transp., supra note 1. However, FTC rulemaking is more constrained. See Cooper, supra, at 214.
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the paths forward, investing in digital regulators may, in many markets, produce the best results. At a minimum, the state’s expanding reach into private decisions deserves closer scrutiny.